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Abstract—This paper tackles the problem of precoding and decoding matrices design for a time-division duplexing (TDD) massive MIMO system to support $N_t$ independent data streams. The optimal design requires estimating the top-$N_t$ singular vectors of the high-dimensional channel matrix, which typically involves significant pilot overhead if conventional channel estimation methods are used. Alternatively, some prior works seek to estimate the precoding and decoding matrices directly by exploiting channel reciprocity and the power iteration principle, but their performances suffer in the low SNR regime. To address this issue, this paper proposes a novel active sensing framework, where both transmitter and receiver send pilots alternatingly using their sensing beamformers that are actively designed as functions of previously received pilots. This is accomplished by a proposed active sensing unit, which first employs recurrent neural networks to summarize information from historical observations into their hidden state vectors then uses fully connected neural networks to obtain the sensing beamformers and precoding/decoding matrix. Simulations demonstrate that the proposed method outperforms existing approaches significantly and maintains superior performance even in low SNR regimes.

Index Terms—Active sensing, channel estimation, deep learning, massive MIMO, power iteration method.

I. INTRODUCTION

Massive multiple-input multiple-output (MIMO) technology has been a key enabler for high spectral efficiency communication in 5G and future wireless systems [1], particularly in mmWave bands, where a massive number of antennas can be packed into a small volume due to the short wavelength [2]. However, the optimal design of beamforming matrices at the transmitter and receiver requires high-dimensional channel state information (CSI), which involves significant pilot training overhead. In this paper, we investigate the design of precoding and decoding beamformers for a time-division duplexing (TDD) massive MIMO system. Inspired by recent developments in deep learning for reducing pilot training overhead [3], we propose an active sensing framework that directly learns the beamformers from received pilots without estimating the entire channel.

The conventional approach to massive MIMO system design involves first estimating the channel then optimizing the beamformers based on the estimated channel. To reduce the pilot training overhead, the knowledge of the underlying structure of the channel, e.g., sparsity in mmWave channels, can be utilized in the channel estimation step [4]. However, such an approach relies heavily on the geometry of the antenna arrays and the sparsity assumption on the channel model, which is not necessarily accurate. Moreover, in conventional approaches, the sensing beamformers for pilot transmission are often generated randomly, but sensing in random directions is not necessarily optimal, because typically only a low-dimensional subspace of the channel is of interest for designing the precoders/decoders.

Recently, active sensing has demonstrated superior performance for various applications including beam alignment [5], [6], beam tracking [7] and localization [8]. The main idea of active sensing is to gradually focus on the low-dimensional part of the channel by actively designing the sensing beamformers based on previously received pilots. For example, [5], [8] show that the active sensing approach can learn to probe broader beams at the beginning and gradually narrows down the searching range for angle-of-arrival estimation or localization. In this paper, we propose an active sensing framework to adaptively design the sensing beamformers to focus the sensing energy towards the top-$N_t$ singular vector directions to learn the optimal precoding and decoding matrices.

The paper is most closely related to the works [6], [9], [10] about actively learning the singular vector pairs of the channel matrix. The paper [6] focuses on the problem of learning the top singular vector pair of the channel where the transmitter and receiver are equipped with only one RF chain. In a fully digital MIMO setup, [9] proposes to send pilots back and forth from both sides while the pilot sequences (or equivalently, the sensing beamformers) are designed based on the received pilots to mimic the power iteration methods. The power iteration method is also exploited in the design of the analog beamformers in [11]. However, the algorithm can converge to a highly suboptimal solution in the low signal-to-noise-ratio (SNR) regime, which is a typical scenario in mmWave initial alignment phase. The paper [10] proposes some techniques to address this problem, but it introduces extra feedback overhead between both sides.

In this paper, we show that the proposed active sensing framework can achieve superior performance in a wide range of SNRs without introducing extra feedback overhead. This is accomplished by a novel deep neural network architecture consisting of parallel gated recurrent units (GRUs) to abstract information from historical observations, and parallel fully connected deep neural networks (DNNs) to design the sensing beamformers and precoding/decoding matrix. Simulations show that the proposed framework works effectively even in the most challenging Rayleigh channel model scenario.

II. SYSTEM MODEL

We consider a narrowband point-to-point MIMO system in which agent A with $M_t$ fully digital antennas communicates with agent B with $M_r$ fully digital antennas. The channel matrix from agent A to agent B is denoted as $G \in \mathbb{C}^{M_r \times M_t}$. A
block fading channel model is assumed. We assume the system operates in TDD mode and that the channel reciprocity holds, i.e., the uplink channel can be represented as $G^H$. The received signal $y \in \mathbb{C}^M_T$ at the agent B can be written as:

$$y = Gx + n,$$

where $x \in \mathbb{C}^M_T$ is the signal transmitted from agent A and $n \sim \mathcal{CN}(0, \sigma_n^2 I)$ is the additive white Gaussian noise. Moreover, the signal $x$ can be represented as $x = W_s s$, where $s \in \mathbb{C}^N_s$ denotes the data symbol vector with $E[s s^H] = I$ and $W_s \in \mathbb{C}^{M_s \times N_s}$ is the precoding matrix at agent A. We choose the number of independent data streams to be less than the rank of the channel, i.e., $N_s \leq \text{rank}(G)$. We assume that the transmitted signal must satisfy a power constraint, i.e., $E[\|x\|^2] = \|W_s\|^2_F \leq 1$.

After receiving the signal $y$, agent B applies a decoding matrix $W_t \in \mathbb{C}^{M_t \times N_t}$ to obtain:

$$\hat{s} = W_t^H y = W_t^H G W_s s + W_t^H n.$$

The channel capacity of this system can be written as [12]:

$$R = \log_2 \det(I + C^{-1} W_t^H G W_i^H G^H W_t),$$

where $C = \sigma_n^2 I W_t W_t^H$. This paper considers the capacity maximization problem via optimizing the precoding matrix $W_t$ and decoding matrix $W_t^*$.

If the channel $G$ is known perfectly, the optimization of $W_t$ and $W_t^*$ has an analytic solution, namely $W_t^*$ and $W_t$ should match the singular vector pairs of the channel matrix $G$ corresponding to the largest $N_s$ singular values. Let the singular value decomposition (SVD) of $G$ be:

$$G = [U_1, U_2] \begin{bmatrix} \Sigma_1 & 0 \\ 0 & \Sigma_2 \end{bmatrix} \begin{bmatrix} V_1^H \\ V_2^H \end{bmatrix},$$

where $U_1 \in \mathbb{C}^{M_t \times N_t}$ and $V_1 \in \mathbb{C}^{M_t \times N_t}$ have orthogonal and unit 2-norm columns, and $\Sigma_1$ is a diagonal matrix with top-$N_s$ singular values. To achieve the channel capacity, the optimal $W_t^*$ and $W_t$ are given by [12]:

$$W_t^* = V_1 D, \quad W_t^* = U_1,$$

where $D$ is a diagonal matrix with the diagonal terms given by water-filling power allocations scheme [12]. For simplicity, we assume a uniform power allocation scheme, i.e., $D = \frac{1}{N_s} I$, which is near optimal in the high SNR regime.

This paper addresses the case where the channel matrix $G$ is unknown. A conventional technique for designing $W_t$ and $W_t^*$ would have required first estimating the channel in a pilot stage, followed by SVD of the estimated channel. However, the channel estimation would require significant pilot overhead, especially for massive MIMO systems.

To reduce pilot training overhead, this paper aims to directly learn the precoding and decoding matrices from received pilots. This is based on the key observation from (5) that the optimal precoding and decoding matrices are only functions of the top-$N_s$ singular vectors of $G$ instead of the entire channel matrix. The proposed active sensing framework is based on a ping-pong pilot transmission scheme, where the two agents send pilot sequences alternatingly, and each agent actively designs the pilots based on previous observations so that both agents gradually discover the direction of the top-$N_s$ singular vectors.

### III. ACTIVE SENSING VIA PING-PONG PILOTS

The proposed ping-pong pilot transmission protocol is presented in Fig. 1, which consists of $L$ rounds of ping-pong pilot transmission from both sides. In the $\ell$-th round of ping-pong pilot transmission, agent A sends a sequence of pilots $W_A^\ell \in \mathbb{C}^{M_s \times N_s}$ of length $N_s$, and agent B observes $Y_B^\ell$ according to:

$$Y_B^\ell = G W_A^\ell + N_B^\ell, \quad \ell = 0, \ldots, L - 1,$$

where $N_B^\ell$ is the additive white Gaussian noise with each column independently distributed as $\mathcal{CN}(0, \sigma_n^2 I)$. The pilot vector $w_A^{\ell,i}$, which is the $i$-th column of $W_A^\ell$, is subjected to the power constraint $\|w_A^{\ell,i}\|^2 \leq 1$. After receiving the pilots, agent B sends back a sequence of pilots $W_B^\ell \in \mathbb{C}^{M_t \times N_t}$. Due to channel reciprocity, agent A receives pilots $Y_A^\ell$ as follows:

$$Y_A^\ell = G^H W_B^\ell + N_A^\ell, \quad \ell = 0, \ldots, L - 1,$$

where $N_A^\ell$ is the additive white Gaussian noise with each column independently distributed as $\mathcal{CN}(0, \sigma_n^2 I)$. The $i$-th column of $W_B^\ell$, denoted by $w_B^{\ell,i}$, satisfies a power constraint $\|w_B^{\ell,i}\|^2 \leq 1$. The pilot vectors $w_A^{\ell,i}$ and $w_B^{\ell,i}$ can be thought of as sensing beamformers because they are used to sense the channel for estimating the top-$N_s$ singular vectors of $G$.

The conventional channel estimation based approach often generates the sensing beamformers (i.e., pilot sequence) randomly and estimates the entire channel matrix, which is not the most efficient way to probe the low-dimensional part of the channel matrix corresponding to the top-$N_s$ singular vectors. In this paper, we propose to actively design the sensing beamformers based on the pilots received so far, so that the sensing beamformers learn to focus energy towards the directions of the top-$N_s$ singular vectors.

Specifically, the sensing beamformers $W_A^\ell$ and $W_B^\ell$ are designed based on the past received pilots on each side as follows:

$$W_A^\ell = J^\ell_A(Y_A^{\ell,0}, \ldots, Y_A^{\ell,L}), \quad \ell = 0, \ldots, L - 2,$$

$$W_B^\ell = J^\ell_B(Y_B^{\ell,0}, \ldots, Y_B^{\ell,L}), \quad \ell = 0, \ldots, L - 1,$$

![Fig. 1: Ping-pong pilot transmission protocol of $L$ rounds.](image-url)
where \( f^A_\ell \) and \( f^B_\ell \) are the sensing strategies of the \( \ell \)-th rounds of transmission at agent A and agent B, respectively. After \( L \) rounds of ping-pong pilot transmission, each agent utilizes all the received pilots on each side to design the data transmission precoding matrix and decoding matrix as follows:

\[
W_1 = g^A(Y_0^A, \ldots, Y_{L-1}^A), \\
W_\ell = g^B(Y_0^B, \ldots, Y_{\ell-1}^B),
\]

where \( g^A \) and \( g^B \) are functions to map all the received pilots to the desired solutions.

The goal of this paper is to find the mappings \( \{f^A_\ell\}_{\ell=0}^{L-2}, \{f^B_\ell\}_{\ell=1}^{L-1} \) such that the final precoding and decoding matrices, \( W_1 \) and \( W_\ell \), closely match \( V_1 \) and \( U_1 \), respectively. This is a highly nontrivial problem because it involves searching for solutions in a high-dimensional functional space. To address this problem, we propose a deep active sensing framework that parameterizes the functional mappings by a set of carefully designed deep neural networks.

**IV. CONVENTIONAL POWER ITERATION METHOD**

To motivate the proposed deep learning approach, we review a method proposed in [9] for designing the sensing beamformers based on power iteration in the ping-pong pilot training stage. We use the example of estimating the top singular vector (i.e., \( N \)-stage). We use the example of estimating the top singular vector (i.e., \( N \)-stage). The proposed framework is designed to be robust to channel noise and can achieve excellent performance even in low SNR scenarios. Moreover, the proposed framework includes the power iteration method as a special case.

The primary impediment to the practical implementation of such a power iteration method is that the algorithm can converge to a highly suboptimal solution in the presence of noise. In this paper, we leverage a data-driven approach to mimic the power iteration method while mitigating its limitation in noisy scenarios by incorporating a neural network-based active sensing unit.

**V. PROPOSED ACTIVE SENSING FRAMEWORK**

We now describe the proposed active sensing framework for learning the sensing matrices in the ping-pong pilot transmission stage. The proposed framework is designed to be robust to channel noise and can achieve excellent performance even in low SNR scenarios. Moreover, the proposed framework includes the power iteration method as a special case.

The proposed active sensing framework parameterizes the sensing strategies \( f^A_\ell \) and \( f^B_\ell \) with an active sensing unit as shown in Fig. 2. Specifically, both agent A and agent B consist of \( N \) GRU cells to extract useful information from the received pilots and \( N \) DNNs to map the updated hidden state vectors to the next pilot sequence. More specifically, given the observations \( Y^B_\ell \) in (6), agent B takes the \( i \)-th column of \( Y^B_\ell \)
After map the latest hidden state vectors to the corresponding matrices and DNNs on each side share the same parameters, \( h_1 \) is listed in Algorithm 1. The initial matrix \( W \) method proposed in [9].

The proposed active sensing framework reduces to the conventional power transmission rounds. After power normalization in each column, the matrix \( \tilde{W} \) can already be used as the designed sensing beamformers in the \( \ell \)-th transmission round at agent B.

To further improve the performance, we propose to incorporate the power iteration method into the neural network through the following steps:

\[
\begin{align*}
(W^B + Y^B) &= Q^B R^B \quad \text{(QR decomposition)}, \\
W^B &= Q^B.
\end{align*}
\]

This ensures that our proposed active sensing framework performs at least as well as the conventional power method. If the neural network generates a matrix \( \tilde{W}^B = 0 \), the proposed active sensing framework reduces to the conventional power method proposed in [9].

The neural network architecture at agent A is the same as that of agent B, except for using different parameters. The overall algorithm in the ping-pong pilot transmission stage is listed in Algorithm 1. The initial matrix \( W^B_0 \in C^{M_i \times N_s} \) is learned from channel statistics in the training stage and remains fixed in the testing stage. The initial hidden state vectors \( h_{1,i}^B \in C^{N_0} \) and \( h_{1,i}^A \in C^{N_0} \) are both set to the vector with all entries equal to one. To improve scalability, the GRU cells and DNNs on each side share the same parameters, respectively.

To design the final precoding/decoding matrices in the data transmission stage, both agents use another set of DNNs to map the latest hidden state vectors to the corresponding matrices, which are further processed with QR decompositions. After \( L \) rounds of pilot transmission, agent B generates the final decoding matrix \( \tilde{W} \) as follows:

\[
\begin{align*}
\tilde{Y}^B &= \text{DNN}^B(h^B_{\ell+1,i}) \quad i = 1, \ldots, N_s, \\
\tilde{W}^B &= \text{DNN}^B(h^B_{\ell+1,i}), \\
\tilde{W}_r &= \text{GRUCell}^B(\tilde{Y}^B_{L-1}, \tilde{y}^B_{\ell,i}), \\
Q &\equiv Y^B, \\
W^B &\equiv \text{GRUCell}^B(\tilde{Y}^B_{L-1}, \tilde{y}^B_{\ell,i}), \\
Y^B &\equiv \text{DNN}^B(h^B_{\ell+1,i}), \\
W^B &\equiv \text{DNN}^B(h^B_{\ell+1,i}).
\end{align*}
\]

Similarly, agent A uses its hidden state vector \( h^A_{\ell,i} \) and received pilots \( Y^A_{L-1} \) to design its precoding matrix \( W^A \) following the same procedure in (15), but replaces the DNNs and \( Y^B_{L-1} \) with DNNs and \( Y^A_{L-1} \), respectively.

The proposed active sensing framework is trained by concatenating \( L \) active sensing units sequentially to optimize the policy for the entire sensing trajectory during the training stage. The training objective is to enforce the neural network’s outputs \( \tilde{W}^t \) and \( \tilde{W}_r \) to match the optimal solution \( V^t \) and \( U^t \). While the loss function \( E[||W^t - V^t||^2 + ||W^t - U^t||^2] \) can achieve this goal, it requires performing SVD for each channel matrix in the training data to obtain the true labels \( V^t \) and \( U^t \). To avoid SVD calculations, we propose to use unsupervised training, where the loss function is set as \( -E[\det(W^t GW^t)] \) since the function \( \det(W^t GW^t) \) is maximized when \( W^t = V^t \) and \( W^t = U^t \). Furthermore, to train a neural network that is generalizable to different ping-pong round \( L \), we set the loss function as \( -E[\det(W^t GW^t)] \), where \( W^t, \tilde{W}_r \) and \( W^t, \tilde{W}_r \) are the data transmission precoding and decoding matrices generated by the neural network in round \( \ell \).

VI. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed active sensing framework for a MIMO system with \( M_i = 64 \) transmit antennas and \( M_t = 64 \) receive antennas. The number of independent data streams is set to \( N_s = 4 \). The channel matrix follows the Rayleigh fading model, namely the entries of \( G \) follow i.i.d. Gaussian distribution \( CN(0, 1) \). In practice, the model should be trained using the site-specific channel data to achieve the best performance. For simplicity, we assume the SNRs in both the uplink and the downlink are the same, i.e., \( \text{SNR} \triangleq 1/\sigma_\ell^2 = 1/\sigma_\ell^2 \).

We set the dimensions of all the hidden states of the gated recurrent units (GRUs) to be \( N_h^A = N_h^B = 512 \). All the DNNs are two-layer fully connected neural networks with the dimension \( [512, 1024, 2M_i] \). The entire neural network is implemented on PyTorch [14]. We train the neural network offline using the Adam optimizer [15], with an initial learning rate progressively decreasing from \( 10^{-3} \) to \( 10^{-5} \). We generate as much training data as needed, and stop training if the performance on the validation set does not improve after several epochs. The testing dataset consists of 1000 randomly generated channel matrices.

We compare the proposed active sensing approach with the following benchmarks. i) **LMMSE+SVD**: Each agent first estimates the channel matrix based on the received pilots using linear minimum mean square error (LMMSE) estimator then performs SVD on the estimated channel matrix to design precoding/decoding matrices. ii) **Power iteration method** [9]. iii) **Summed power method** [10]: Both agents calculate their next sensing beamformers based on the accumulated sum of previously received pilots to effectively average out noise.

In Fig. 3a, we present the average objective value against the number of ping-pong transmission rounds at SNR = 0dB. The neural network is trained at \( L = 16 \). It can be seen from the figure that the proposed active sensing method outperforms...
other benchmarks significantly. Although the power iteration method converges quickly, it yields a highly suboptimal solution due to the impact of noise. The summed power method can eventually achieve better performance than the power iteration method, but it still performs much worse than the proposed method. The channel estimation-based method is not as competitive as the other approaches, even though the LMMSE estimator is optimal in terms of the mean squared error metric in this Rayleigh fading scenario. This implies that estimating the entire channel matrix is inefficient if we only need partial information on the channel matrix, i.e., the top-$N_s$ singular vectors.

In Fig. 3b, we plot the average objective value against the SNR for a fixed number of ping-pong rounds $L = 16$. We observe that the proposed active sensing approach can still perform well even when the SNR drops to $-10$dB. However, the performance of the other benchmarks degrades significantly as the SNR decreases. This indicates that the proposed approach is much more robust to noise as compared to the other benchmarks.

VII. CONCLUSION

This paper proposes an active sensing framework to directly estimate the optimal precoding and decoding matrices for a TDD massive MIMO system in a ping-pong pilot training stage, where the sensing beamformers are actively designed based on historically received pilots on both sides. Compared to previous approaches, the proposed algorithm achieves significantly better performance and maintains superior performance in low SNR regimes. Simulations also show that the proposed algorithm works well even in the most challenging Rayleigh fading channel model.
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