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Abstract—The complexity and diversity of noise in corona current measurements of high-voltage direct current (HVdc) transmission lines leads to challenges in estimating corona performance. This paper proposes an offline noise suppression method for HVdc corona current measurements. Given that the corona current and background noise processes coexist within the same frequency band, we develop a novel multifaceted filtering approach for HVdc corona currents. Specifically, a cross correlation function-based center frequency recognition method is presented to provide filter design specification for a multiple notch filter to suppress narrow-band radio interference. To then suppress the residual full-band noise, wavelet denoising techniques with hard and soft thresholds are applied and compared. The proposed noise suppression method is applied to field-measured corona current data from the HVdc Experimental Base in China. We assert that the noise suppression method has versatile implementation and can be readily applied for corona loss estimation of HVdc systems.
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I. INTRODUCTION

HIGH-VOLTAGE direct-current (HVdc) transmission systems have advantages including bulk-power and long-distance transmission, high reliability, and low cost [1]–[3]. The high voltages cause strong electric fields near the surface of the conductors of transmission lines. Self-sustaining ionizing partial discharges (coronas) occur when the electric field intensity exceeds a critical value [4], [5]. Corona performance is defined in terms of corona loss (CL), radio interference (RI), audible noise, ground-level electric field, and ion current density. It must be evaluated and controlled for HVdc transmission system design and construction [6]–[8].

The corona discharge studies of HVdc transmission lines are typically approached numerically or experimentally [9]–[11]. Several efficient and effective numerical approaches have been developed in [9] and [10]. Experimental methods, in contrast, are expensive and somewhat arduous to conduct, but can lead to a direct and actual indication and characterization of corona discharge from corona current measurements [1], [9], [12].

The actual corona current represents a weak wideband signal measured under conditions of high-voltage stress [12]. Because HVdc transmission lines are exposed to the natural elements, it is affected by various factors, including geometry of the associated conductor, power supply quality, electric field intensity, conductor surface smoothness, temperature, moisture, wind speed, air pressure, RI, and decaying organic matter such as animal excretions. Moreover, many of these aspects are coupled thus resulting in an overall complex influence on measured corona current [12]–[15].

To analyze CLs and characterize secondary effects accurately, the existing noise in corona current must first be sufficiently reduced. This poses several challenges due to [12]–[17]: 1) the lack of accurate mathematical models to represent the actual corona current; 2) the wideband nature of corona current ranging from few hertz to tens of megahertz; 3) the existence of specialized noise such as narrow-band radio disturbance; and 4) the limitations of denoising methods in adapting to a variety of noise sources.

As one of the key steps of CL estimation, filtering of HVdc corona current noise represents an open problem that we consider in this paper. Although a large number of denoising methods have been developed for a variety of applications including speech and image processing [18], the unique characteristics of corona current and its measurement makes direct application of the existing techniques inappropriate. We assert that effective denoising should account for the properties of the corona measurement system, which this paper addresses.

In a related work, Otto and Reader [19] investigate the wideband and narrow-band HVdc conductor corona test methods for radio noise prediction. Sriram et al. [16] propose a denoising method for partial discharge signals; several techniques are investigated and employed on simulated and real partial discharge data. Similarly, Evagorou et al. [17] employ a wavelet packet-based transform to extract the partial discharge signals from noise. Although these contributions are loosely related to our problem of noise reduction in HVdc corona current, they provide useful reference for the development of our noise suppression method.
This paper is organized as follows. The proposed denoising scheme for noise suppression of HVdc corona current is highlighted in Section II. Mathematical models and a cross correlation function-based analysis method are presented in Section III. Section IV proposes an optimal design technique for multiple notch filters to attenuate narrow-band RI. Then, Section V proposes a wavelet denoising approach to suppress full-band noise. The performance of the proposed noise suppression method is evaluated using the field-measured corona current data in Section VI with the conclusions in Section VII.

II. PROPOSED NOISE SUPPRESSION SCHEME

A. Corona Current Measurement System

It has recently been shown that the HVdc corona current can be physically represented by the nonlinear RC circuit shown in Fig. 1. Here, \( C_1 \) is the geometric capacitance related to the conductor configuration, \( C_2 \) is the nonlinear capacitance due to the corona itself, \( C_3 \) is the additional capacitance related to the charge loss to the air, \( G_g \) represents the nonlinear conductance due to CL, \( V(t) \) is the transmission line voltage, and \( V_{ON} \) is the corona onset voltage (the critical voltage of the occurrence of corona discharge). A high-frequency resistance sensor is installed in series on the HVdc transmission line conductor.

If \( V(t) < V_{ON} \), then \( C_2 = C_3 = G_g = 0 \), and there only exists wire-to-ground charging current and a small amount of leakage current from insulators. In particular, if \( V(t) = 0 \), there are no charging and leakage currents and the background noise is only captured by the high-frequency resistance sensor. If \( V(t) > V_{ON} \), \( G_g \) surges rapidly, while \( C_2 \) and \( C_3 \) rise slowly with the increase of \( V(t) \). Consequently, the corona current (the current through the resistance sensor minus the negligible leakage current of insulators) is measured by the high-frequency resistance sensor.

To measure the corona current, a high-frequency sensor-based measurement system scheme is proposed for HVdc transmission lines, as shown in Fig. 2. The corona current measurement system is controlled and managed by a ground-based PC workstation. Under different voltage conditions, \( V(t) > V_{ON} \) or \( V(t) = 0 \), the sensor measures the corona current or background noise, respectively, which is then transmitted to a central database through high-speed optical fibers. Thus, the database contains both the readings of noisy corona current and background noise obtained during different time intervals by the same sensor.

Fig. 2 was realized at the HVdc Experimental Base of the China Electrical Power Research Institute, Beijing, China. The development of the high-frequency resistance sensor and corona current measurement system were discussed in [2]. The actual sensor (with small grading rings to avoid corona discharges at both ends) is implemented by parallel noninductive resistors whose maximum operating frequencies are higher than 5 MHz. It has been installed in series on the HVdc experimental lines, shown in Fig. 3. The system provides the actual corona current and background noise employed in this paper to verify the proposed offline noise suppression method of corona current.

B. Noise Suppression

HVdc transmission lines exposed to the natural elements are well known to act as large antennas thus receiving various forms of interference including components from civilian radio broadcasts that are narrowband in nature. At the same time, wideband noise (such as thermal noise) is recorded by the corona current measurement system of Section II-A. With reference to the measurement output, it is clear that when \( V(t) = 0 \), the measurement consists solely of background noise comprised of RI and full-band noise. When \( V(t) > V_{ON} \), the measurement system detects the corona current including RI and full-band noise.
The HVdc corona currents are affected by a variety of factors including the presence of significant and time-varying radio broadcast communications. Thus, one cannot invoke the central limit theory to approximate the noise as Gaussian. We show the normalized histograms of the HVdc measurements in Fig. 4. It is clear that the measurements are non-Gaussian in nature. This deviation makes the estimation of corona performance such as CL difficult to compute accurately. Moreover, the diverse characteristics of the RI component (narrow-band) and other components such as thermal noise (wideband) require a multifaceted filtering method. Hence, we propose an informed filtering approach that makes use of the recorded corona-free background measurement readings to improve the noise reduction process.

To facilitate the discussion, the term narrow-band RI refers solely to the components from amplitude modulation (AM) broadcasts or other radio communications. Particularly, the center carrier frequency and bandwidth of each interfering AM broadcast are assumed to be fixed. Moreover, the magnitude of the carrier component is considered to be far higher than those of sidebands. This particular spectral structure facilitates notch filter design for narrow-band interference removal.

We exploit the somewhat static characteristics of narrow-band RI, during both the presence and absence of corona, to identify its associated carrier frequencies using a cross correlation function-based approach. Once the narrow-band interference regions are determined, a high-performance multiple notch filter is employed to preserve most of the corona signal. For the remaining wideband residual noise, which does not exhibit a well-defined frequency separation from the corona, multiresolution wavelet denoising is applied.

Our offline noise suppression approach is presented in Fig. 5. First, we make use of two distinct measurements from the high-frequency resistance sensor representing the noisy corona current and sole background noise that are measured at distinct times when \( V(t) > V_{ON} \) and \( V(t) = 0 \), respectively. Second, the narrow-band RI components are enhanced by cross correlating the two measurements. Third, the multiple notch filter is optimally designed to remove the narrow-band interference. Finally, the wavelet denoising technique is applied. Thus, in our framework, we also assume that the time interval between the two measurements (with and without corona) is short enough (e.g., within 48 h) to facilitate the carrier frequency identification, and the voltages of HVdc transmission lines are stable such that the corona current can be regarded as a constant value in statistical sense.

III. NARROW-BAND RADIO COMPONENT IDENTIFICATION

A. Models and Representation

As discussed in the previous section, when \( V(t) = 0 \) in Fig. 1, the high-frequency resistance sensor measures the background noise \( b(t) \) comprised of two terms

\[
 b(t) = d(t) + o(t)  \tag{1}
\]

where \( d(t) \) is the narrow-band RI primarily from AM broadcasts and \( o(t) \) represents the residual wideband noise. Thus, in the frequency domain, we have

\[
 B(\Omega) = D(\Omega) + O(\Omega)  \tag{2}
\]

where \( B(\Omega) \), \( D(\Omega) \), and \( O(\Omega) \) are the Fourier transforms of \( b(t) \), \( d(t) \), and \( o(t) \), respectively.

To facilitate the analysis, we assign all carrier components of the narrow-band RI to \( d(t) \) while including the corresponding sideband components in \( o(t) \). Suppose \( d(t) \) contains \( M \) carrier components. Hence, we can model its spectrum as the following superposition:

\[
 D(\Omega) = \sum_{i=1}^{M} D_i \delta(\Omega - \Omega_i)  \tag{3}
\]

where \( D_i \) and \( \Omega_i \) are the magnitude and frequency related with \( i \)th carrier term.

Similarly, for \( V(t) > V_{ON} \) in Fig. 1, the measurement reading \( x(t) \) consists of the superposition of three terms

\[
 x(t) = s(t) + r(t) + n(t)  \tag{4}
\]

where \( s(t) \) is the noiseless corona current, and \( r(t) \) and \( n(t) \) are analogous to \( d(t) \) and \( o(t) \) defined in (1), respectively. Note that, we assume that the low-frequency harmonic noise from rectification (i.e., imperfect high voltage alternating current (HVAC) to HVdc conversion) is removed in advance given that it is known to be in the frequency band less than 2 kHz.

In the frequency domain, we have

\[
 X(\Omega) = S(\Omega) + R(\Omega) + N(\Omega)  \tag{5}
\]

where \( X(\Omega) \), \( S(\Omega) \), \( R(\Omega) \), and \( N(\Omega) \) are the Fourier transforms of \( x(t) \), \( s(t) \), \( r(t) \), and \( n(t) \), respectively. According to our assumption in Section II-B, the noiseless corona current is a constant value in statistical sense, i.e., \( s(t) = C, \forall t \); hence, the spectrum of \( s(t) \) is

\[
 S(\Omega) = 2\pi C \delta(\Omega).  \tag{6}
\]
Fig. 5. Proposed HVdc corona current noise suppression approach. The noisy corona current and background noise readings from the measurement system are obtained from the same high-frequency sensor, but at distinct times.

### TABLE I

<table>
<thead>
<tr>
<th>Terms of $\Phi_{sb}(f)$</th>
<th>$s(t)$</th>
<th>$r(t)$</th>
<th>$n(t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d(t)$</td>
<td>$\Phi_{sd}(\Omega)$</td>
<td>$\Phi_{rd}(\Omega)$</td>
<td>$\Phi_{nd}(\Omega)$</td>
</tr>
<tr>
<td>$o(t)$</td>
<td>$\Phi_{so}(\Omega)$</td>
<td>$\Phi_{ro}(\Omega)$</td>
<td>$\Phi_{no}(\Omega)$</td>
</tr>
</tbody>
</table>

Analogous to $d(t)$, the spectrum of $r(t)$ is modeled as

$$R(\Omega) = \sum_{i=1}^{M} R_i(\Omega - \Omega_i)$$

(7)

where $R_i$ and $\Omega_i$ are the magnitude and frequency related with $i$th carrier term. Particularly, $\Omega_i$ in (3) is the same as $\Omega_i$ in (7) due to the coupled AM broadcasts having the same carrier frequencies in $d(t)$ and $r(t)$.

Given the presence of strong frequency components at $\Omega_i$ in both $D(\Omega)$ and $R(\Omega)$ as well as the wideband nature of $O(\Omega)$ and $N(\Omega)$, we apply a cross correlation function operator to $b(t)$ and $x(t)$ to enhance their jointly invariant characteristics hence identifying the values of $\Omega_i$, for $i = 1, 2, \ldots, M$.

### B. Narrow-Band Interference Component Recognition

The cross correlation function of two deterministic signals $f(t)$ and $g(t)$ is defined as

$$\phi_{fg}(\tau) = \int_{-\infty}^{\infty} f(t + \tau)g^*(t)d\tau.$$  

(8)

Given that $F(\Omega)$ and $G(\Omega)$ are the Fourier transforms of $f(t)$ and $g(t)$, respectively, the Fourier transform of $\phi_{fg}(\tau)$ can be expressed as $[20], [21]$

$$\Phi_{fg}(\Omega) = \frac{1}{2\pi} F(\Omega)G^*(\Omega).$$  

(9)

Since our aim is to identify the values of $\Omega_i$, $\forall i$, we take a frequency-domain perspective, which is also computationally more feasible. To compute $\Phi_{sb}(\Omega)$, the cross correlation function of the measured noisy corona current $x(t)$ and the corona-free background noise $b(t)$, we make use of its additive structure

$$\Phi_{sb}(\Omega) = \Phi_{sd}(\Omega) + \Phi_{so}(\Omega) + \Phi_{rd}(\Omega) + \Phi_{ro}(\Omega) + \Phi_{nd}(\Omega) + \Phi_{no}(\Omega).$$  

(10)

Table I summarizes the individual additive terms that comprise $\Phi_{sb}(f\Omega)$, which we analyze as follows.

1) Cross Correlation Function of $s(t)$ and $d(t)$:

$$\Phi_{sd}(\Omega) = \frac{1}{2\pi} S(\Omega)D^*(\Omega) = 0$$  

(11)

since $\Omega_i \neq 0, \forall i$ which implies that the Dirac delta functions of $S(\Omega)$ and $D^*(\Omega)$ do not overlap. This implies that the corona current is uncorrelated from the narrow-band RI, which is reasonable as both components would be expected, physically, to be independent.

2) Cross Correlation Function of $s(t)$ and $o(t)$: Using the sifting property

$$\Phi_{so}(\Omega) = \frac{1}{2\pi} S(\Omega)O^*(\Omega) = \frac{1}{2\pi} O^*(0)\delta(\Omega) = \frac{1}{2\pi} O(0)\delta(\Omega)$$  

(12)

where $O(0) = \int_{-\infty}^{\infty} o(t)dt \in \mathbb{R}$, which implies $O^*(0) = O(0)$. Thus, the contribution of $\Phi_{so}(\Omega)$ will be at dc, which may be removed or neglected when identifying $\Omega_i, \forall i$.

3) Cross Correlation Function of $r(t)$ and $d(t)$: From sifting

$$\Phi_{rd}(\Omega) = \frac{1}{2\pi} R(\Omega)D^*(\Omega) = \sum_{i=1}^{M} \tilde{K}_i\delta(\Omega - \Omega_i)$$  

(13)

where $\tilde{K}_i = R_iD_i/(2\pi)$, for $i = 1, 2, \ldots, M$, which illustrates how the AM carrier signals are enhanced by the cross correlation function operation that will result in large peaks for $\Omega = \Omega_i, \forall i$.

4) Cross Correlation Function of $r(t)$ and $o(t)$: Similarly

$$\Phi_{ro}(\Omega) = \frac{1}{2\pi} R(\Omega)O^*(\Omega) = \sum_{i=1}^{M} \tilde{K}_i\delta(\Omega - \Omega_i)$$  

(14)

where $\tilde{K}_i = R_i \cdot O^*(\Omega_i)/(2\pi)$, for $i = 1, 2, \ldots, M$. Thus, $\Phi_{ro}(\Omega)$ also enhances the components at $\Omega = \Omega_i, \forall i$.

5) Cross Correlation Function of $n(t)$ and $d(t)$:

$$\Phi_{nd}(\Omega) = \frac{1}{2\pi} N(\Omega)D^*(\Omega) = \sum_{i=1}^{M} \tilde{K}_i\delta(\Omega - \Omega_i)$$  

(15)

where $\tilde{K}_i = D_i \cdot N(\Omega_i)/(2\pi)$, for $i = 1, 2, \ldots, M$ further enhancing the components at $\Omega = \Omega_i, \forall i$.

6) Cross Correlation Function of $n(t)$ and $o(t)$: We consider the final component

$$\Phi_{no}(\Omega) = \frac{1}{2\pi} N(\Omega)O^*(\Omega)$$  

(16)

to be full band in nature, since $N(\Omega)$ and $O(\Omega)$ are both in general wideband.
The components $\Phi_{rd}(\Omega)$ and $\Phi_{ro}(\Omega)$ are negligible; the latter because the spike at $\Omega = 0$ can be removed or ignored. Moreover, $\Phi_{rd}(t)$, $\Phi_{ro}(t)$ and $\Phi_{rd}(t)$ can be combined due to their common structure as follows:

$$
\Phi_{rc}(\Omega) = \Phi_{rd}(\Omega) + \Phi_{ro}(\Omega) + \Phi_{nd}(\Omega) = \sum_{i=1}^{M} K_i \delta(\Omega - \Omega_i)
$$

(17)

where $K_i = \tilde{K}_i + \bar{K}_i + \bar{K}_i$, for $i = 1, 2, \ldots, M$. Hence, (10) can be simplified to

$$
\Phi_{sb}(\Omega) = \Phi_{rc}(\Omega) + \Phi_{nd}(\Omega).
$$

(18)

The former term has $M$ distinguishing spectral peaks at $\Omega = \Omega_i$, while the latter has a widerband characteristic that is weaker within its frequency range. Thus, the cross correlation function allows the recognition of $\Phi_{rc}(\Omega)$ and hence the estimation of $\Omega_i$ ($i = 1, 2, \ldots, M$) from $\Phi_{sb}(\Omega)$. The practical feasibility of this approach is studied in Section VI.

The cross correlation function of background noise and corona current establishes a theoretical foundation for narrowband radio component recognition. Once the carrier frequencies of the narrow-band RI components have been identified, a high-performance multiple notch filter is designed for its removal.

IV. NARROW-BAND RADIO INTERFERENCE SUPPRESSION

Because the corona current and background noise are recorded in digital format, typically via a sample-and-hold and amplitude quantization, the analog representations of Section III are converted to digital ones; specifically, analog frequency is converted to normalized digital frequency via the relation $\omega = \Omega / F_s$, where $F_s$ is the sampling frequency. Hence, $\omega_i = \Omega_i / F_s$ for $i = 1, 2, \ldots, M$.

A. Design Specifications of Multiple Notch Filter

The frequency response of an ideal digital filter with $M$ notch frequencies is defined as [22]

$$
H_d(e^{j\omega}) = \begin{cases} 
0, & \omega = \omega_i \\
1, & \omega \neq \omega_i 
\end{cases} 
$$

(19)

where $\omega_i$ is the $i$th notch frequency, for $i = 1, 2, \ldots, M$. The reader should note that the frequency response of a realizable notch filter is an approximation of $H_d(e^{j\omega})$ whose specifications are determined by the notch frequencies and associated bandwidths shown, for instance, in Fig. 6, where $H_d(e^{j\omega})$ satisfies $|H(e^{j\omega})| = 0$ and $|H(e^{j(\omega_i+\Delta\omega_i)/2})| = \sqrt{2}/2$, for $i = 1, 2, \ldots, M$.

There are three well-known methods to approximate $H_d(e^{j\omega})$. The cascading method [23] is the simplest, but the results in uncontrollable gains between notch frequencies. The two-stage optimal approach [24] can be used to design a stable multiple notch filter, but requires the solution of a complex quadratic programming problem. Finally, the all-pass filter-based method [22] can obtain an accurate magnitude response, but at the cost of possible illconditioning of intermediate linear equations constructed in design process.

To overcome the shortcomings of the classical multiple notch filter design methods, we propose a novel design approach in the following section using the carrier frequency identification results of Section III. In the case studies of this paper, the notch bandwidths are set to fixed values: $\Delta\omega_i = 2\pi \times 9 \text{ kHz}/F_s$, for $i = 1, 2, \ldots, M$, due to the maximum bandwidth of 10 kHz specified by the National Radio Systems Committee (NRSC) for analog AM transmission [25].

B. Optimization Design of Multiple Notch Filter

Particle swarm optimization (PSO) is a computational approach inspired, in part, by bird migration behavior. When PSO is applied to an optimization problem, it iteratively aims to improve a candidate solution (in relation to a success metric) by having a population of candidate solutions (considered particles) that are moved as particle swarms through a
search space according to the mathematical formulas of each particle’s position and/or velocity. The fitness of a candidate solution is evaluated at each new position and the iterative particle motion search process continues until a satisfactory solution is achieved [26]–[28].

Algorithm 1 summarizes the basic process of PSO. The effectiveness and convergence of PSO for solving optimization problems has been demonstrated by a large body of literature. To suppress the narrow-band RI characterized in Section III-B, we frame our multiple notch filter design problem as an optimization task [24] such that the magnitude response specifications are satisfied while avoiding a possible ill-conditioning commonly encountered in the all-pass filter design technique [22] and uncontrollable passband gains of classical design approaches [23].

To approximate \( H_d(e^{j\omega}) \), the system function of an infinite-impulse response multiple notch filter is constructed

\[
H(z) = \sum_{i=1}^{M} \frac{1 + r_i^2}{2} \frac{(1 - e^{j\omega_i}z^{-1})(1 - e^{-j\omega_i}z^{-1})}{(1 - r_ie^{j\omega_i}z^{-1})(1 - r_ie^{-j\omega_i}z^{-1})}
\]

\[
= \sum_{i=1}^{M} \frac{1 + r_i^2}{2} \frac{1 - 2\cos(\omega_i)z^{-1} + z^{-2}}{1 - 2r_i\cos(\omega_i)z^{-1} + r_i^2z^{-2}} \tag{21}
\]

where \( \omega_i \) is the \( i \)th notch frequency, \( \hat{\omega}_i \) is the corresponding frequency to be optimized by PSO, and \( r_i \) is the polar radius related with notch bandwidth \( \Delta \omega_i \)

\[
r_i = \sqrt{1 - \sin(\Delta \omega_i)} \cos(\Delta \omega_i) \quad \text{or} \quad \Delta \omega_i = \arcsin \left( \frac{1 - r_i^4}{1 + r_i^4} \right) \tag{22}
\]

where \( i = 1, 2, \ldots, M \). For system stability, all poles \( r_ie^{\pm j\hat{\omega}_i} \) must be placed inside the unit circle in \( z \)-plane, i.e., \( 0 < r_i < 1 \). Given the AM bandwidth of \( \Delta f_{1} = 9000 \) Hz for the case studies in this paper, we set each notch filter bandwidth to \( \Delta \omega_i = \Delta f_{1} \times 2\pi / f_{3} \), for \( i = 1, 2, \ldots, M \).

For \( z = e^{j\omega} \) in (21), the frequency response is given by

\[
H(e^{j\omega}) = \sum_{i=1}^{M} \frac{1 + r_i^2}{2} \frac{1 - 2\cos(\omega_i)e^{-j\omega} + e^{-2j\omega}}{1 - 2r_i\cos(\omega_i)e^{-j\omega} + r_i^2e^{-2j\omega}} \tag{23}
\]

The optimization range for \( \hat{\omega}_i \) is set to

\[
[\hat{\omega}_i^{\min}, \hat{\omega}_i^{\max}] = \left[ \frac{\omega_i}{2}, \frac{\omega_i + \omega_2}{2} \right], \quad i = 1
\]

\[
[\frac{\omega_i - 1 + \omega_2}{2}, \frac{\omega_i + \omega_i+1}{2}], \quad i = 2, \ldots, M - 1
\]

\[
[\frac{\omega_{M-1} + \omega_M}{2}, \frac{\omega_M + \pi}{2}], \quad i = M
\]

(24)

where \( \hat{\omega}_i^{\min} \) and \( \hat{\omega}_i^{\max} \) are the lower and upper limits, respectively.

To compute \( \hat{\omega}_i \) (\( i = 1, 2, \ldots, M \)), we apply the full-band minimal error criteria to evaluate the fitness of each particle. Equivalently, PSO filter design aims to minimize the following error between the realized and desired filter frequency responses

\[
\min_{\omega} \int_{0}^{\pi} |H(e^{j\omega}) - H_d(e^{j\omega})|^2 d\omega \tag{25}
\]

Combining the above optimization idea and the PSO listed in Algorithm 1, we propose a novel multiple notch filter design approach summarized as follows.

**Step 1:** Obtain the multiple notch filter design specifications: the notch frequency \( \omega_i \) and corresponding bandwidth \( \Delta \omega_i \), for \( i = 1, 2, \ldots, M \). The polar radius \( r_i \) is computed from \( \Delta \omega_i \) using (22).

**Step 2:** Initialize the particle number \( K \), maximum iteration number \( T_{\text{max}} \) and the best fitness value \( f_{\text{best}} = g_{\text{best}} = \infty \). Randomly initialize the position \( X(t) \) and speed \( V(t) \) for each particle whose variables \( \hat{\omega}_1, \hat{\omega}_2, \ldots, \hat{\omega}_M \) to be optimized.

**Step 3:** For a given iteration \( t \), assign the values of \( \omega_i, r_i \) and \( \hat{\omega}_i \) (\( i = 1, 2, \ldots, M \)) in (23) and compute the frequency response of each particle. Then evaluate their fitness, the magnitude response error in the full band \( (0 \leq \omega \leq \pi) \)

\[
f_{\text{curr}} = \int_{0}^{\pi} |H(e^{j\omega}) - H_d(e^{j\omega})|^2 d\omega \tag{26}
\]

**Step 4:** For each particle, compare the current fitness \( f_{\text{curr}} \) with the best fitness \( f_{\text{best}} \) of itself. If the former is better than the latter, then update the fitness and position of \( f_{\text{best}} \) with those of \( P_{\text{curr}} \).

**Step 5:** For each particle, compare the current fitness \( f_{\text{curr}} \) with the best fitness \( G_{\text{best}} \) of the whole swarm. If the former is better than the latter, then the fitness and position of \( G_{\text{best}} \) are updated by those of \( P_{\text{curr}} \).

**Step 6:** Update the speed and velocity of the \( k \)th particle via the following based on Clerc’s constriction method [28], [29] [the reader should note the deviation from (20) used in Algorithm 1]:

\[
\begin{align*}
V_k(t+1) &= wV_k(t) + c_1s_1(P_k - X_k(t)) \\
&\quad + c_2s_2(P_g - X_k(t)) \\
X_k(t+1) &= X_k(t) + V_k(t+1)
\end{align*}
\tag{27}
\]

where \( w = 0.7289 \) and \( c_1 = c_2 = 1.4962 \); \( s_1 \) and \( s_2 \) are the random numbers in \([0, 1]\); \( V_{\text{max}} < V_k(t) < V_{\text{max}}, V_{\text{max}} \) is the maximum speed; \( P_k \) is the best position of the \( k \)th particle; and \( P_g \) is the best position of all particles.

**Step 7:** When \( t = T_{\text{max}} \) or the design error is less than a predefined precision, terminate and output the optimized results \( \hat{\omega}_1, \hat{\omega}_2, \ldots, \hat{\omega}_M \). Otherwise, increment \( t \) by 1, go to **Step 3** and begin another iteration.

**Step 8:** Substitute \( \omega_i, r_i \), and \( \hat{\omega}_i \) (\( i = 1, 2, \ldots, M \)) into (21) or (23) to obtain the system function \( H(z) \) or frequency response \( H(e^{j\omega}) \) of the multiple notch filter.

Once the designed multiple notch filter is applied to the noisy corona current, \( M \) narrow-band RI components contained in \( x(t) \) are suppressed. This predominantly leaves the residual noise component \( n(t) \) that we address using wavelet denoising techniques discussed in Section V.

**V. FULL-BAND RESIDUAL NOISE SUPPRESSION**

The wideband nature of \( n(t) \) precludes the application of frequency selective filters for its noise removal. Thus, we consider the use of wavelet denoising to remove \( n(t) \) from \( x(t) \). One reason is that we have assumed that the noise in corona current is additive in Section II-B and there exist a number
of effective filtering methods for additive noise in the wavelet domain. Second, wavelet denoising can be adaptively applied by implementing variable thresholding of wavelet coefficients based on localized signal regularity [30]. This makes it a suitable choice when there is a lack of prior knowledge of the characteristics of HVdc corona current.

The continuous wavelet transform of \( f(t) \in L^2 \) is defined as

\[
F(a, b) = \frac{1}{\sqrt{a}} \int_{-\infty}^{\infty} f(t) \psi^* \left( \frac{t-b}{a} \right) dt
\]  

where \( a > 0 \) and \(-\infty < b < \infty\); \( a \) and \( b \) are the scale and translation parameters related with frequency and location, and \( \psi(t) \) is the wavelet function (mother wavelet). Equation (28) can be discretized on a time-frequency grid by employing \( a = 2^j \) and \( b = k \cdot 2^j \), for \( j, k \in \mathbb{Z} \) to give the following discrete wavelet transform (DWT):

\[
F(j, k) = \frac{1}{\sqrt{2}^{j}} \int_{-\infty}^{\infty} f(t) \psi^* \left( \frac{t-2^j k}{2^j} \right) dt.
\]  

In the resulting multiresolution pyramid for wavelet expansion, \( f(t) \) can be mathematically expressed by [30]–[32]

\[
f(t) = \sum_{k=-\infty}^{\infty} c_{j_0, k} \phi_{j_0, k}(t) + \sum_{j=0}^{\infty} \sum_{k=-\infty}^{\infty} d_{j, k} \psi_{j, k}(t)
\]

where the first term represents the approximation information at an arbitrary starting scale \( j_0 \) and the second term represents the sum of detailed information of the original signal \( f(t) \). The approximation coefficients \( c_{j_0, k} \) and the detail coefficients \( d_{j, k} \) are calculated by

\[
\begin{align*}
\phi_{j_0, k}(t) &= \frac{1}{\sqrt{2^{j_0}}} \phi \left( \frac{t-2^{j_0} k}{2^{j_0}} \right) \\
\psi_{j, k}(t) &= \frac{1}{\sqrt{2^j}} \psi \left( \frac{t-2^j k}{2^j} \right)
\end{align*}
\]

The multiresolution analysis simplifies the calculation of the coefficients \( c_{j_0, k} \) and \( d_{j, k} \). It can be implemented using two-channel filter banks with Mallat’s algorithm [30] to enhance computational efficiency. The coefficient calculation method and fractionated spectrum (producing sub-bands) of a three-level wavelet decomposition are shown in Fig. 7.

In the discrete wavelet decomposition of the notch filtered corona current \( x(t) \), the wideband noise \( n(t) \) is considered to be disseminated to all sub-bands. In contrast to the standard frequency domain, the corona current is considered to have greater coefficient compaction properties thus providing greater separation between the signal of interest and noise. Thus, wavelet coefficients that are considered to include wideband noise components alone (specified through a given property) may be attenuated to zero while preserving the coefficients containing the corona current. The resulting inverse DWT produces a noise-reduced corona signal.

The proposed full-band noise reduction schematic is shown in Fig. 8. The selection of wavelet function (including scale function \( \phi(t) \) and wavelet function \( \psi(t) \)) has great impact on full-band noise suppression. Daubechies wavelets are selected because they are orthogonal and exhibit maximal vanishing moments for given supports. They can reduce Gibbs phenomena and produce larger coefficients, which we assert will help to separate the residual noise from corona current.

The thresholding strategy also plays an important role in noise reduction. If a wavelet coefficient is lower than a specific threshold, it is considered noise and treated afterward. A large threshold may result in oversmoothing, while a smaller one may permit excessive noise. There are two kinds of thresholding methods—hard and soft.

\[
Z' = \begin{cases} 
Z, & \text{if } |Z| > \delta \\
0, & \text{otherwise}
\end{cases}
\]

and

\[
Z' = \begin{cases} 
Z - \delta, & Z \geq \delta \\
Z + \delta, & Z \leq -\delta \\
0, & |Z| < \delta
\end{cases}
\]

where \( Z \) is a wavelet coefficient and \( \delta \) is a threshold [30], [34]. Fig. 9 demonstrates that the hard thresholding keeps the coefficient above the threshold while soft thresholding shrinks the coefficient above the threshold.

There are four well-known ways to assign the threshold value \( \delta \): 1) rigrsure: based on Stein’s unbiased estimation of risk; here, risk is minimized for a threshold value;
Fig. 9. Hard and soft thresholding for wavelet denoising. (a) Hard thresholding. (b) Soft thresholding.

Fig. 10. Waveform and spectrum of measured background noise (0 kV) of HVdc transmission lines. (a) Waveform. (b) Spectrum (dB).

Fig. 11. Waveform and spectrum of measured noisy corona current (−800 kV) of HVdc transmission lines. (a) Waveform. (b) Spectrum (dB).

Fig. 12. Waveform and histogram of pre-filtered corona current. (a) Waveform. (b) Histogram.

VI. EXPERIMENTAL RESULTS AND ANALYSIS

To evaluate the performance of the proposed noise suppression method, we obtain the measurements of background noise and corona current corresponding to 0 and −800 kV, respectively, on the transmission lines. The measurements are recorded by the measurement system (discussed in Section II-A) at the HVdc Experimental Base of the China Electric Power Research Institute. The measured background noise and corona current are shown in Figs. 10 and 11, respectively. In order to show spectra on a reasonable scale of detail, the dc components have been removed, which has also been Fig. 13 and Fig. 15.

In Fig. 11, the low-frequency harmonics (≤ 2000 Hz) from rectification effects (nonideal converter from HVAC to HVdc) can be observed and must be removed in advance of the proposed filtering approach. The waveform and histogram of the pre-filtered corona current are shown in Fig. 12. Although the waveform quality has been enhanced (SNR improves 7.70 dB by prefiltering), the CL is still difficult to estimate given the non-Gaussian nature of the asymmetric and bimodal distribution which makes typical noise-reduction techniques inapplicable.

2) sqtwolog: that uses a fixed-form threshold that yields mini– max performance multiplied by a small factor; 3) heursure: representing a mixture of the two previous options, but the fixed threshold is used for small signal-to-noise ratio (SNR); and 4) minimaxi: that uses a fixed threshold to realize the minimum of the maximum mean square error obtained for the worst function. The denoised results from different thresholds are compared in Section VI. The reader should note that the adaptive thresholds can also be used to obtain better values. After wavelet-based denoising, the results are applied to estimate the CL of HVdc transmission lines, which is beyond the scope of this paper.
Comparing Figs. 10 and 11, we observe that there are significant peaks located at selecting frequencies. Upon further inspection, they are primarily from the carrier components of AM radio broadcasts. To recognize them accurately, the cross correlation function of the background noise and prefiltered corona current is calculated in the frequency domain and shown in Fig. 13.

From Fig. 13, we observe that some spectral lines are significantly enhanced by the cross correlation function operation. The eight most significant frequencies are selected and listed in Table II. Except for the component at 68.5 kHz representing a long-wave timing signal, all frequencies are the result of AM broadcasts. For example, the strongest peak at 639 kHz represents the carrier frequency of the Voice of China in Beijing, China.

To remove the narrow-band components of the prefiltered corona current whose center frequencies are recognized by the cross correlation function operation and listed in Table II, a multiple notch filter is optimally designed by the PSO-based method discussed in Section IV whereby as discussed all notch bandwidths are set to 9 kHz (slightly narrower than the maximum bandwidth of 10 kHz specified by NRSC [25] for analog AM transmission, in our case study).

The magnitude response of the designed multiple notch filter is shown in Fig. 14 and achieves better performance over the cascading design method [23]. The waveform and spectrum of the notch filtered corona current are shown in Fig. 15. As evident, the eight narrow-band components in Table II are effectively eliminated to enhance the corona current waveform quality (SNR improves 12.51 dB by notch filtering). However, it is also clear that the residual full-band noise remains requiring the use of wavelet denoising techniques.

We provide the denoising results for three instances of our approach at decomposition levels $L = 2, 5, 8$ using Daubechies wavelets $\text{db-}N$, $N = 1, 2, \ldots, 45$ and decomposition levels, the denoising performance (characterized by SNR) of the proposed approach are evaluated under different conditions, as shown in Fig. 17. When $L < 12$, SNR is
Fig. 16. Denoised waveforms related with different wavelet decomposition levels (characterized by $L$). (a) $L = 2$. (b) $L = 5$. (c) $L = 8$.

Fig. 17. Denoising performance (SNR) impacted by Daubechies wavelet functions (characterized by $N$) and decomposition levels.

almost unaffected by the value of $N$ and increases as $L$ increases. When $L \geq 12$, SNR is affected by the value of $N$ and decreases as $L$ increases, which is the result of excessive decomposition of the corona current. From our tests, we observe that $L = 12$ is an optimal decomposition level to obtain high SNR at almost all values of $N$.

We observe that when $L = 12$ and $N = 9$ (db-9) in Fig. 17, there is a high value for SNR. One should note that for the same decomposition level, other wavelet functions, for example db-38, obtain higher SNR, but the computational complexity is significantly higher for increasing the values of $N$. In practice, we recognize that an SNR of 60 dB produces a good degree of noise suppression of corona current. Hence, we assert that db-9 is a right choice to achieve an appropriate tradeoff between denoising performance and computational efficiency in our case study.

We next apply the db-9 wavelet to analyze the impacts of the hard and soft thresholdings on denoising performance. Fig. 18 shows that the rigrsure method applied to assign a $\delta$ value in Fig. 9 produces larger error than the other three methods. It also shows that there is a negligible difference (for $N \leq 14$) between the hard and soft thresholdings, which is not true in the case of other wavelet functions and decomposition levels. Adaptive thresholds [33] can be used to enhance the denoising performance, but is beyond the scope of this paper. Figs. 17 and 18 demonstrate that selection of the decomposition levels is extremely important for our noise suppression approach.

Using the Daubechies wavelet db-9, a decomposition level of $L = 12$, and hard thresholding via the heursure method, the denoised corona current is shown in Fig. 19. We observe that the interference components are suppressed sufficiently (SNR improves 36.39 dB with wavelet denoising) and the denoised waveform looks like a horizontal line. This is consistent with the assumption provided in Section III-A that states the noiseless corona current is a constant value in statistical sense.
Fig. 19 provides a convenient way to calculate the corona current value and then estimate the CL of HVdc transmission lines, of which the latter part is beyond the scope of this paper.

From the above experiments involving our proposed noise suppression approach shown in Fig. 5, we conclude the following:

1) The cross correlation function method significantly reduces the difficulties in recognizing the narrow-band RI components.
2) The PSO-based multiple notch filter design method obtains better magnitude response to remove the narrow-band interference components.
3) The wavelet-based denoising techniques sufficiently reduce the residue full-band noise using db-9 wavelet, decomposition level $L = 12$, and hard thresholding heuristic method in our case study.

VII. CONCLUSION

This paper proposes a novel noise suppression method applicable to the measured corona current on HVdc transmission lines. Our approach considers the narrow-band RI components separately from wideband components thus resulting in the stages of filtering that are adapted to the characteristics of the noise they suppress. Thus, a main contribution of this paper is a multistage noise suppression framework for HVdc corona current measurements, which sequentially integrates narrow-band RI removal and wideband residual noise reduction. First, we propose a cross correlation function-based approach to recognize the center frequencies of narrow-band RI components. It provides the design frequencies for a multiple notch filter employed for narrow-band RI suppression. Next, we make use of PSO for the design of the multiple notch filter that demonstrates superior magnitude response characteristics to the well-known cascading method. Then, we employ wavelet denoising techniques with hard and soft thresholds to reduce the residual wideband noise. Finally, the performance of the proposed noise suppression method is validated using onsite measured corona current signals. Thus, the method can be easily realized to support the analysis and estimation of CL of HVdc transmission lines.

Future work associated with this paper will focus on the development of time-varying mathematical models of the measured corona current and background noise taking into account nonlinear nonstationary characteristics and the presence of leakage current in the sensing process, the design of a linear-phase multiple notch filter, and the estimation of CL and secondary effects of HVdc transmission lines.
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