Abstract—We study the secrecy capacity of fast fading channels under imperfect main channel (between the transmitter and the legitimate receiver) estimation at the transmitter. Lower and upper bounds on the ergodic secrecy capacity are derived for a class of independent identically distributed (i.i.d.) fading channels. The achievable rate follows from a standard wiretap code in which a simple on-off power control is employed along with a Gaussian input. The upper bound is obtained using an appropriate correlation scheme of the main and the eavesdropper channels, and is the best known upper bound so far. The upper and the lower bounds coincide with recently derived ones in case of perfect main CSI. Furthermore, the upper bound is tight in case of no main CSI, where the secrecy capacity is equal to zero. Asymptotic analysis at high and low signal-to-noise ratio (SNR) are also given. At high SNR, we show that the capacity is bounded by providing upper and lower bounds that depend on the channel estimation error. At low SNR, however, we prove that the secrecy capacity is asymptotically equal to the capacity of the main channel as if there were no secrecy constraint. Numerical results are provided for independent identically distributed (i.i.d.) Rayleigh fading channels.

Index Terms—Secrecy capacity, imperfect channel estimation, noisy CSI, on-off signaling, fading channels, low SNR, high SNR.

I. Introduction

The wiretap channel, in which a source communicates with a receiver through a discrete, memoryless channel (DMC) and a wire-tapper observes the output of this channel via another DMC, has been introduced by Wyner [1]. In this seminal work, it has been shown that if the capacity of the main channel (the channel between the transmitter and the legitimate receiver) is greater than the capacity of the wire-tapper, then there exists an encoding-decoding scheme such that reliable communication that keeps the messages completely secret against eavesdropping is possible (without the use of any encryption key). Leung-Yan-Cheong and Hellman have extended Wyner’s work and characterized the secrecy-capacity and the achievable rate-equivocation region for the Gaussian wiretap channel with additive noise [2]. Later on, Csizsár generalized Wyner’s wiretap channel by considering a non-degraded broadcast channel with confidential messages [3].

In terms of designing practical codes, secrecy-achieving codes have been proposed for some specific wiretap channels in e.g., [4], [5]. While the latter construction was based on low-density parity check (LDPC) codes, there has been recently an increasing effort toward explicit construction based on polar codes, e.g. [6]–[9], to cite only few. Constructions based on lattices are also proposed in e.g., [10], [11], whereas wiretap codes based on explicit extractors are presented in [12].

Motivated by these positive previous results, many other authors have recently addressed the impact of fading on secure communications. Intuitively, fading generally increases the randomness of the channel input and it is therefore not surprising that fading may help improve communication security. Indeed, it has been shown in, e.g., [13]–[15] that in a quasi-static fading channel and in contrast to the Gaussian channel, secure communication is possible even if the average signal-to-noise ratio (SNR) of the main channel is less than that of the wire-tapper (or one of the wire-tappers in a multiple eavesdroppers case as discussed in [16]). Moreover, if a high level of outage is to be tolerated, then the outage secrecy rate of the fading channel can even be higher than the secrecy capacity of the Gaussian wiretap channel for similar average SNR levels. The effect of fading on secure communication for single-antenna wiretap and broadcast channels has also been studied in [17]–[19] where the secrecy-capacity along with the optimal power allocation and/or rate-adaptation strategies at the source have been derived under different channel state information (CSI) assumptions. Most of the previous work, either assume perfect CSI at all terminals, or perfect main CSI at the transmitter (CSI-T).

The secrecy-capacity of multiple-antenna wiretap channels with fixed channel gains has been studied in [20]–[24]. The effect of multiple antennas in enhancing the security capability of a wireless link has also been addressed in [25], where the main channel is known to all terminals, but only the eavesdropper has access to its channel. The impact of multiple antennas on guaranteeing a certain level of security, in terms of low probability of intercept and low probability of detection constraints, has been addressed in [26]. The secret diversity-multiplexing tradeoff of a multiple-antenna wiretap channel has been investigated in [27]. Secure transmission schemes based on sending an artificial noise to enhance the eavesdropper equivocation are presented in, e.g., [28]–[32].
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Discussions on the effect of CSI estimation error on secrecy are also presented in [33]–[39].

The ergodic secrecy capacity of the wiretap channel is known when the main CSI is perfect at the transmitter, but for a sufficiently large coherence period [17]. To the best of our knowledge, the secrecy capacity in a fast fading scenario where the channel gains change from one symbol to the next, is only known when the transmitter is aware perfectly of both the main and the eavesdropper CSI [18]. It is still not known, if the eavesdropper CSI is not available, even with perfect main CSI at the transmitter. However, upper and lower bounds have been reported in [25]. Independently and concurrently with the conference version of this paper [40], an achievable rate has also been derived in [41] (see also [42]). In this paper, we study the secrecy capacity of fast fading channels under imperfect main channel estimation at the transmitter. More precisely, we assume that the main and the eavesdropper channels are independent identically distributed (i.i.d.), ergodic and stationary processes, with continuous and bounded probability density functions (PDF). Furthermore, we assume that the transmitter, in addition to the statistics of both channels, is also provided with an estimated value of the instantaneous main channel gain. The legitimate receiver is aware of its instantaneous channel gain along with the conditional received average SNR (defined formally later), whereas the eavesdropper’s receiver, in addition to its instantaneous channel gain, is aware of what CSI the transmitter and the legitimate receiver have.

In the previous setting, we present upper and lower bounds on the secrecy capacity. The lower bound is obtained via a standard wiretap code [2], [3] (see also [15, Chap. 3]). The upper bound, which is our main contribution, follows by properly correlating the main and the eavesdropper channel gains. The upper bound depends on the main CSI-T estimation error and as shown numerically, it improves upon the upper bound corresponding to perfect main CSI-T. Furthermore, the upper and the lower bounds coincide with the ones derived in [25] in case of perfect main CSI. In addition, the upper bound is tight in case of no main CSI, where the secrecy capacity is equal to zero. Moreover, we provide asymptotic analysis in cases of perfect and no main CSI, together with results at high SNR and at low SNR. In the high-SNR regime, we show that the capacity is bounded. In the low-SNR regime, we find that the capacity is asymptotically equal to that of the main channel as if there were no eavesdropper, thus establishing the tightness of our bounds in this regime too.

We note that our model is different from Gopala et al.’s [17]. While [17] considers a block fading model where the coherence blocks are large enough to guarantee reliability in each of them, our focus is on a fast fading model. Recall that in fast fading channels, the coherence blocks are not necessarily large and thus even with perfect main channel state information (CSI) at the transmitter, reliability is not guaranteed in every coherence block. As a consequence, the achievability scheme in [17] is not applicable to our setting, even with perfect main CSI-T. It is evidently not applicable with a noisy CSI-T. Note that, in block fading channels and with perfect main CSI-T only (without the need of the eavesdropper CSI-T), the secrecy capacity is known [17]. In fast fading, however, provided that the eavesdropper CSI is not available at the transmitter, the secrecy capacity is still not known, even with perfect main CSI-T.

Contrasted with [41] which considers that CSI-T is a deterministic function of the exact CSI, our work deals with the setting where the CSI-T is a noisy version of the true CSI. Furthermore, Theorem 1 below provides a converse which is our main contribution, whereas there is no explicit converse in [41]. Additionally, there is no asymptotic analysis in [41], whereas our framework formally studies the high-SNR and the low-SNR regimes.

The organization of this paper is as follows. Section II introduces our system model, followed by our main result along with its proof in Section III. In Section IV, an asymptotic analysis is presented. Section V contains a summary of our results when applied to Rayleigh fading channels which we use in order to provide numerical results in Section VI. Finally, Section VII concludes the paper.

Notations: The expectation operation is denoted by $E[·]$. The symbol $|x|$ is the modulus of the scalar $x$, while $|x|^+ = \max(0, x)$. The logarithms $\log(x)$ is the natural logarithm of $x$. For a random variable $x$, $x^n$ designates the vector $(x(1), \ldots, x(n))$. when there is no ambiguity, we find it also convenient to use $x_i$ to designate $x(i)$. We say that $f(x) \approx g(x)$ if and only if $\lim_{x \to a} \frac{f(x)}{g(x)} = 1$. When it is clear from the context, we omit $a$ in $\approx$ for convenience. The symbols $\geq$ and $\leq$ are defined analogously. The functions $f_i(·)$ and $F_i(·)$ denote the probability density function (pdf) and the cumulative distribution function (cdf) of the random variable $x$. If $x$ is a circularly symmetric Gaussian random variable with mean $m$ and variance $\sigma^2$, then it is denoted as $x \sim \mathcal{CN}(m, \sigma^2)$.

II. System Model

We consider a discrete-time memoryless wiretap channel consisting of a transmitter, a legitimate receiver and an eavesdropper. Each terminal is equipped with a single antenna. The outputs at both the legitimate destination and the eavesdropper, at time period $i$, $i = 1, \ldots, n$, are expressed, respectively by:

$$
\begin{align*}
    y(i) &= h(i) x(i) + v_y(i), \\
    z(i) &= g(i) x(i) + v_z(i), \\
\end{align*}
$$

where $x(i) \in \mathbb{C}$ is the transmitted signal, and $h(i) \in \mathbb{C}$, $g(i) \in \mathbb{C}$ are zero-mean and unit-variance channel gains that represent the main channel and the eavesdropper channel, respectively; and $v_y(i) \in \mathbb{C}$, $v_z(i) \in \mathbb{C}$ are zero-mean, unit-variance circularly symmetric white Gaussian noises. The channel gains $h$ and $g$ are assumed to be i.i.d., ergodic and stationary with bounded and continuous PDF’s. While the transmitter is aware of both $h$ and $g$ statistics, it is not aware of the channel realization $g(i)$ and is only provided with a noisy version of $h(i)$, say $\tilde{h}(i) \sim \mathcal{CN}(0, 1)$, such that the main channel estimation model can be written as:

$$
\tilde{h}(i) = \sqrt{1 - \alpha} \hat{h}(i) + \sqrt{\alpha} \tilde{h}(i),
$$

where $\hat{h}(i) \sim \mathcal{CN}(0, 1)$ is the estimation error and $\alpha$ is the error variance ($\alpha \in (0, 1)$). We assume that $\hat{h}(i)$ and $\tilde{h}(i)$ are
uncorrelated and thus independent. On the other hand, at the receiver sides, we assume that the legitimate receiver is aware of both its instantaneous channel gain \( h(i) \) and its conditional received average SNR \( \tilde{h}(i) \) given by \( \tilde{h}(i) = |h(i)|^2 \omega(i) \), where \( \omega(i) = E[|x(i)|^2 | h(i)] \) and the last expectation is over the conditional input distribution; whereas the eavesdropper’s receiver, in addition to its instantaneous channel realizations \( g(i) \), is aware of \( h(i), \tilde{h}(i) \) and \( \hat{h}(i) \). Our motivation to reveal \( \hat{h}(i) \) to the eavesdropper is driven by the fact that the latter may be able to track the feedback link between the legitimate receiver and the transmitter, and thus it may retrieve \( \hat{h}(i) \) exactly like at the source. As pointed out in [41], revealing \( h(i) \) to the eavesdropper also prevents the legitimate terminals to use the CSI as a source of randomness for key generation. Finally, the channel input is constrained according to an average power constraint:

\[
\frac{1}{n} \sum_{i=1}^{n} E[|x_i|^2] \leq P_{\text{avg}}.
\]

We are interested in message transmission secrecy capacity of such a channel when \( n \to \infty \). The level of uncertainty about the message \( w \) at the eavesdropper is measured by the (normalized) leakage of information that the eavesdropper gets about the message by observing its channel output, i.e., \( \frac{1}{n} I(w; z^n, g^n, h^n, \hat{h}^n) \). Here, \( \frac{1}{n} I(w; z^n, g^n, h^n, \hat{h}^n) \) denotes the mutual information between \( w \) and \( (z^n, g^n, \hat{h}^n) \). The eavesdropper is ignorant about the message if:

\[
\lim_{n \to \infty} \frac{1}{n} I(w; z^n, g^n, h^n, \hat{h}^n) = 0. \tag{3}
\]

A rate \( R \) is an achievable secrecy rate if there exists a sequence of \( (n, 2^{nR}) \) codes, for which \( 2^{nR} \) represents the number of messages to be sent to the destination, such that (3) holds true and \( \lim_{n \to \infty} P_e = 0 \), where \( P_e \) is the average error probability defined by:

\[
P_e = \frac{1}{2^{nR}} \sum_{w_0=1}^{2^{nR}} \Pr\{w \neq \hat{w} \mid w = w_0\}. \tag{4}
\]

where \( \hat{w} \) is the output of the decoder at the intended receiver as a result of observing \( y^n \). Furthermore, the secrecy capacity is given by:

\[
C_s = \sup_{R \geq 0} R, \quad \text{where } R \text{ is the set of achievable secrecy rates.}
\]

Remark 1: While our focus in this paper is on a weak secrecy constraint since the secrecy constraint in (3) is normalized by \( n \), there exists a stronger secrecy measure that defines the secrecy in term of a mutual information, i.e., \( \lim_{n \to \infty} I(w; z^n, g^n, h^n, \hat{h}^n) = 0 \). For references considering the latter as well as other stronger notions of secrecy, please see, e.g., [43]–[45].

### III. Ergodic Capacity

In this section, our main result is presented in Theorem 1, followed by the proof.

**Theorem 1:** The secrecy capacity of the discrete-time memoryless channel described by (1), under imperfect main channel estimation (2), is bounded as follows:

\[
R_- \leq C_s \leq R_+ \tag{5}
\]

where \( R_- \) and \( R_+ \) are given by:

\[
R_- = \max_{P(h) \in \mathcal{H}_1} \mathbb{E}[h, \hat{h} \mid \hat{h}] \log \left( \frac{1 + P_0(\tau)|h|^2}{1 + P_0(\tau)\omega h^2} \right) \tag{6}
\]

\[
R_+ = \max_{P(h) \in \mathcal{H}_1} \mathbb{E}[h, \hat{h} \mid \hat{h}] \log \left( \frac{1 + P(\hat{h})\sqrt{1 - \alpha \hat{h}^2 + \sqrt{\alpha} h^2}}{1 + P(\hat{h})h^2} \right), \tag{7}
\]

where \( P_0(\tau) = \frac{P_{\text{out}}}{1 - P_0(\tau)\tau} \) and where \( \tau \) can be optimized to maximize \( R_- \).

**Proof:**

To prove that \( R_- \) is achievable and following [46, Proposition 3], we consider a new wiretap channel in which the input is amplified by \( \sqrt{P(\hat{h})} \), where \( P(\cdot) \) is a time-invariant deterministic function that satisfies the power constraint. This amplifier may be regarded as part of the channel with input \( t \) and outputs \( y' \) and \( z' \) such that:

\[
y'(i) = h'(i) t(i) + v(i) \quad \text{and} \quad z'(i) = g'(i) t(i) + v(i),
\]

where we define \( h'(i) = \sqrt{P(\hat{h}(i))} h(i) \) and \( g'(i) = \sqrt{P(\hat{h}(i))} g(i) \), for convenience. This new channel has no CSI-T and input constraint \( E[|t|^2] = 1 \). By our CSI assumptions (cf. Section II), the legitimate receiver is aware of both the instantaneous channel gain \( h(i) \) and its conditional received average SNR, say \( \hat{h}(i) \), which can be computed as follows:

\[
\hat{h}(i) = E[h'(i) | t(i), h'(i)] | t(i), h'(i)) \tag{8}
\]

\[
= |h(i)|^2 \tag{9}
\]

\[
= P(h(i)) |h(i)|^2. \tag{10}
\]

Knowing both \( h(i) \) and \( \hat{h}(i) \), the legitimate receiver can construct \( h'(i) \) and thus has perfect main CSI. Applying the result in [3] to the new channel and choosing \( t' \) as an i.i.d. sequence with \( t(i) \sim \mathcal{CN}(0, 1) \), we get that:

\[
R_s = I(t; y', h') - I(t; z', g') \tag{11}
\]

\[
= E[h, \hat{h} | h|h^2] - \log(1 + P(\hat{h}) |g|^2), \tag{12}
\]

which when applied to (13) yields (6). To complete the proof, the secrecy rate \( R_- \) is maximized over all positive \( \tau \) values, and the optimum \( \tau_0 \) is obtained by differentiating (6) with respect to \( \tau \). That is, \( \tau_0 \) is a solution of:

\[
E[h, \hat{h} | h|h^2] \left( P_0(\tau_0) |h|^2 \right) \left( 1 + P_0(\tau_0) |h|^2 \right) - \left( P_0(\tau_0) |g|^2 \right) \left( 1 - F_0(\tau_0) \right)
\]

where \( F_0(\tau_0) \) is the c.d.f. of the channel gains.
where $P'_0(\tau)$ is the derivative of $P_0(\tau)$ with respect to $\tau$.

- Upper bound

We recall that in our setting, at time instant $i$, the transmitter has CSI $\hat{h}_i$, whereas the legitimate receiver knows $(\hat{h}, \hat{h})$ and the eavesdropper’s receiver knows $(g_i, \hat{h}_i, h_i, \hat{h}_i)$. Next, we prove the converse by following three main steps:

1. **Step 1:** We consider an enhanced wiretap channel with higher secrecy capacity than the original channel.
2. **Step 2:** We clearly specify the distributions upon which the secrecy and reliability conditions for the enhanced channel depend.
3. **Step 3:** We show that substituting $g^n$ by $\hat{h}^n$ in the enhanced channel does not change the secrecy capacity.
4. **Step 4:** We construct a new wiretap channel where the above distributions are the same and where $g^n$ is substituted by $\hat{h}^n$ (thus the secrecy capacity of the newly constructed wiretap channel is equal to that of the enhanced channel), but where the noises of the main channel and the eavesdropper’s channel are correlated such that the new wiretap channel is degraded.

5. **Step 5:** We upper-bound the secrecy capacity of the new wiretap channel, thereby proving the converse.

**Step 1:**
The enhanced channel is a fading wiretap channel similar to the one given by (1), where the main CSI-T is given by (2), but where the eavesdropper is not aware of $h^n$ and $\hat{h}^n$. That is, the secrecy constraint of the enhanced channel is defined by:

$$\lim_{n \to \infty} \frac{1}{n} I \left( w; z^n, g^n | \hat{h}^n \right) = 0. \quad (16)$$

Clearly, the secrecy capacity of the enhanced channel is at least equal to that of the original one.

**Step 2:**
Suppose that a rate $R$ is achievable on the enhanced channel. Then, there exists a sequence of $(n, 2^nR, \delta_n)$ codes, such that:

$$H \left( w | \hat{h}^n \right) - H \left( w | z^n, g^n, \hat{h}^n \right) \leq \delta_n, \quad (17)$$

for a sequence $\delta_n$, with $\delta_n \to 0$ as $n \to \infty$. The secrecy condition in (17) depends on the joint distribution $P_{z^n, g^n, h^n, \hat{h}^n, z^n}$, which in regard of the fact that the eavesdropper’s channel is not known at the transmitter and thus $g^n$ is independent of $(w, h^n, \hat{h}^n)$, can be written as:

$$P_{z^n, g^n, h^n, \hat{h}^n, z^n} = P_{z^n} P_{g^n | h^n} P_{h^n} P_{\hat{h}^n} P_{z^n | h^n, g^n}. \quad (18)$$

Similarly, the reliability condition in (17) depends on the joint distribution $P_{g^n, h^n, \hat{h}^n, \hat{h}^n, z^n}$ which itself decomposes into:

$$P_{g^n, h^n, \hat{h}^n, \hat{h}^n, z^n} = P_{g^n} P_{h^n} P_{\hat{h}^n} P_{\hat{h}^n} P_{g^n | h^n, \hat{h}^n}. \quad (19)$$

Any new wiretap channel that preserves the distributions (18) and (19) satisfies the secrecy and the reliability constraints in (17) and thus has equal secrecy capacity as the enhanced wiretap channel.

**Step 3:**
For the enhanced wiretap channel, we note that substituting $g^n$ by $\hat{h}^n$ preserves the marginal (18) and (19). This is formalized by Lemma 1.

**Lemma 1:** Consider a wiretap channel defined by:

$$\begin{align*}
\{ y(i) = h(i) x(i) + v_1(i) \\
z(i) = h(i) x(i) + v_2(i) \}
\end{align*} \quad (20)$$

with similar CSI as the wiretap channel (1), error probability (4) and secrecy constraint defined by $\lim_{n \to \infty} \frac{1}{n} I \left( w; z^n, h^n | \hat{h}^n \right) = 0$. Then the secrecy capacity of this channel and that of the enhanced channel described above are equal.

**Proof:** To prove Lemma 1, we only need to verify that $p_{z^n, g^n, h^n, \hat{h}^n, z^n} = p_{z^n, h^n, \hat{h}^n, z^n}$ since $p_{y^n, h^n, \hat{h}^n, z^n}$ is the same for both channels.

$$p_{z^n, h^n, \hat{h}^n, z^n, w} = p_{z^n} p_{h^n} p_{\hat{h}^n} p_{z^n | h^n, \hat{h}^n} p_{v_1} p_{v_2} \quad (21)$$

and where the noises $v_1$ and $v_2$ are independent, thus $\hat{h}^n$ and $h^n$ are independent, $\hat{h}^n$ and $(w, \hat{h}^n, h^n)$ are independent. Comparing the right hand side (RHS) of (18) and (25), we note that $p_{g^n} = p_{\hat{h}^n}$ since both $g$ and $\hat{h}$ are $CN(0, 1)$. Moreover, since $z \perp x, g$ follows a $CN(xg, 1)$ and since $z \perp x, \hat{h}$ follows a $CN(x, 1)$, then $p_{z^n | x, g^n}$ and $p_{z^n | x, \hat{h}^n}$ are statistically equivalent. Hence, the RHS of (18) and (25) are equal and so are $p_{z^n, g^n, h^n, \hat{h}^n, z^n}$ and $p_{z^n, h^n, \hat{h}^n, z^n}$.

Next, we construct a new wiretap channel which satisfies (18) and (19) and where $g^n$ is substituted by $\hat{h}^n$.

**Step 4:**
Following [18], the new wiretap channel is a fading wiretap channel similar to the enhanced one (also similar to the original one, but with secrecy constraint defined by (16)) where $g^n$ is substituted by $\hat{h}^n$ and where the noises $v_1$ and $v_2$ are correlated. More specifically, the new channel is defined as follows:

$$\begin{align*}
\{ y(i) = h(i) x(i) + v_1(i) \\
z(i) = h(i) x(i) + v_2(i) \}
\end{align*} \quad (26)$$

and

$$\begin{align*}
\{ y(i) = \frac{h(i) x(i) + \hat{h}(i) x(i) + \hat{v}_1(i) + v_2(i)}{\frac{h(i)}{h(i)}} \} \quad (27)
\end{align*}$$

where $\mathcal{A}_t = \left\{ (h(i), \hat{h}(i)) : h(i) > \hat{h}(i) \right\}$ and $\hat{v}_1(i) \sim CN \left(0, 1 - \frac{\tilde{h}(i) \bar{h}(i)}{\tilde{h}(i) \hat{h}(i)} \right)$ and $v_2(i) \sim CN \left(0, 1 - \frac{\tilde{h}(i) \bar{h}(i)}{\tilde{h}(i) \hat{h}(i)} \right)$. Note that the channel defined by (26)-(27) satisfies both (18) and (19) and hence any secrecy rate achieved on the enhanced channel is also achieved on the new one. Furthermore, the new channel is physically degraded, i.e., $x(i) \rightarrow y(i) \rightarrow z(i)$ if $(h(i), \hat{h}(i)) \in \mathcal{A}_t$. 

and $x(i) \rightarrow z(i) \rightarrow y(i)$ if $(h(i), \tilde{h}(i)) \notin \mathcal{A}$.

**Step 5:**

We now upper bound the secrecy rate of the new channel, as follows:

$$n R = H(w | \tilde{h}^n)$$

$$= H(w | z^n, \tilde{h}^n, \hat{h}^n) + I(w; z^n, \tilde{h}^n | \hat{h}^n)$$

$$\leq H(w | z^n, \tilde{h}^n, \hat{h}^n) + n \delta_n$$

$$\leq I(w; y^n, \tilde{h}^n, \hat{h}^n | z^n, \tilde{h}^n, \hat{h}^n) + n (\delta_n + \delta')$$

$$\leq I(x^n; y^n, \tilde{h}^n, \hat{h}^n, \bar{h}^n | z^n, \tilde{h}^n, \hat{h}^n) + n e_n$$

$$= \sum_{i=1}^n [h(y_i | z_i, \tilde{h}_i, \hat{h}_i, \bar{h}_i, x_i)] + n e_n$$

$$\leq \sum_{i=1}^n [I(x_i; y_i | \tilde{h}_i, \hat{h}_i, \bar{h}_i, x_i)] + n e_n$$

$$= \sum_{i=1}^n [I(x_i; z_i | \tilde{h}_i, \hat{h}_i, \bar{h}_i, x_i)] + n e_n$$

$$= \sum_{i=1}^n [I(x_i; z_i | \tilde{h}_i, \hat{h}_i, \bar{h}_i)] + n e_n$$

$$= \sum_{i=1}^n [I(x_i; z_i | \tilde{h}_i, \hat{h}_i, \bar{h}_i)] + n e_n$$

$$= \sum_{i=1}^n I(x_i; y_i | \tilde{h}_i, \hat{h}_i, \bar{h}_i) + n e_n$$

$$= \sum_{i=1}^n \left[ \log \left( \frac{1 + |h_i|^2 P_i(h_i)}{1 + |\tilde{h}_i|^2 P_i(h_i)} \right) \right]^+ + n e_n$$

$$\leq \sum_{i=1}^n \left[ \log \left( \frac{1 + |h_i|^2 \mu(h_i)}{1 + |\tilde{h}_i|^2 \mu(h_i)} \right) \right]^+ + n e_n$$

$$= \log \left( \frac{1 + |h|^2 \mu(h)}{1 + |\tilde{h}|^2 \mu(h)} \right) + \delta_n$$

$$= \log \left( \frac{1 + |h|^2 \mu(h)}{1 + |\tilde{h}|^2 \mu(h)} \right) + \delta_n$$

$$= \log \left( \frac{1 + |h|^2 \mu(h)}{1 + |\tilde{h}|^2 \mu(h)} \right) + \delta_n$$

$$\leq \sum_{i=1}^n I(x_i; y_i | \tilde{h}_i, \hat{h}_i, \bar{h}_i, x_i)$$

$$= \sum_{i=1}^n I(x_i; z_i | \tilde{h}_i, \hat{h}_i, \bar{h}_i, x_i)$$

$$= \sum_{i=1}^n I(x_i; z_i | \tilde{h}_i, \hat{h}_i, \bar{h}_i)$$

$$= \sum_{i=1}^n [I(x_i; z_i | \tilde{h}_i, \hat{h}_i, \bar{h}_i)]$$

$$\leq \sum_{i=1}^n [I(x_i; z_i | \tilde{h}_i, \hat{h}_i, \bar{h}_i)]$$

where (42) follows from Jensen’s inequality since the function $x \mapsto \log \left( \frac{1 + ax}{1 + bx} \right)^+$ is concave for any positive $a$ and $b$; where (43) follows because conditioned on $\tilde{h}_i$, $\hat{h}_i$ is independent of $|h_i|^2$ and $|\tilde{h}_i|^2$ due to the fact that the fading process $|h_i|$ is i.i.d.; where we have defined $\mu(h_i)$ in (44) as $\mu(h_i) = E[P_i(h_i) | \tilde{h}_i]$. Since the fading processes $|h_i|$, $|\tilde{h}_i|$ and $|\hat{h}_i|$ are ergodic and stationary, then they have a stationary first-order distribution and thus the expectation in (44) does not depend on their time index $i$ which yields (45). Combining (40) and (45), we obtain:

$$R_s \leq \frac{1}{n} \sum_{i=1}^n \left[ \log \left( \frac{1 + |h_i|^2 \mu(h_i)}{1 + |\tilde{h}_i|^2 \mu(h_i)} \right) \right]^+ + \delta_n$$

$$\leq \sum_{i=1}^n \left[ \log \left( \frac{1 + |h_i|^2 \mu(h_i)}{1 + |\tilde{h}_i|^2 \mu(h_i)} \right) \right]^+ + \delta_n$$

$$= \sum_{i=1}^n \left[ \log \left( \frac{1 + |h_i|^2 \mu(h_i)}{1 + |\tilde{h}_i|^2 \mu(h_i)} \right) \right]^+$$

where (47) follows again by Jensen’s inequality and where $\mu(h_i)$ in (48) is defined as $\mu(h_i) = \frac{1}{I} \sum_{i=1}^n \mu(h_i)$. The above upper bound is tight if $\mu(h_i)$ is independent of $i$. Letting $n \rightarrow \infty$ and maximizing over all power policies $\{\mu(h)\}$ that satisfy the power constraint, we establish that

$$R_c \leq \max_{E [P(h)] \leq P_{\text{avg}} h, \bar{h}, \hat{h}} \left[ \log \left( \frac{1 + |h|^2 \mu(h)}{1 + |\tilde{h}|^2 \mu(h)} \right) \right]^+$$

That is, the following upper bound holds true:

$$C_c \leq \max_{E [P(h)] \leq P_{\text{avg}} h, \bar{h}, \hat{h}} \left[ \log \left( \frac{1 + P(h) |h|^2}{1 + P(h) |\tilde{h}|^2} \right) \right]^+.$$
main channel that is unknown to the transmitter. Note also that the lower and the upper bounds on the secrecy capacity in (5) coincide with those derived in [25, Theorem 4], for i.i.d. fading channels under perfect main CSI. Although the lower and the upper bounds do not generally coincide, they provide, to the best of our knowledge, the best available characterization of the secrecy capacity over i.i.d. fading channels that accounts for imperfect main channel estimation at the transmitter. Note also that since $R_s$ in (7) is concave in $P(\tilde{h})$, the maximum can be found by deriving the optimum power profile $P(\tilde{h})$ using the Lagrange approach. Indeed, the corresponding Lagrangian can be written as:

$$\mathcal{L}(P(\tilde{h}), \lambda) = E_{\tilde{h}}\left[ E_{\hat{h} \mid \tilde{h}} \left[ \log \left( \frac{1 + P(\tilde{h}) \sqrt{1 - \alpha} \hat{h} + \sqrt{\alpha} \tilde{h}^2}{1 + P(\hat{h})\tilde{h}^2} \right) \right] \right] - \lambda \left( E_{\hat{h}} [P(\hat{h}) - P_{\text{avg}}] \right),$$

(51)

where $\lambda \geq 0$ is the Lagrange multiplier corresponding to the average power constraint. Differentiating $\mathcal{L}(P(\tilde{h}), \lambda)$ with respect to $P(\tilde{h})$ yields the following necessary and sufficient condition for optimality:

$$\frac{\partial}{\partial P(\tilde{h})} \left[ E_{\hat{h} \mid \tilde{h}} \left[ \log \left( \frac{1 + P(\tilde{h}) \sqrt{1 - \alpha} \hat{h} + \sqrt{\alpha} \tilde{h}^2}{1 + P(\hat{h})\tilde{h}^2} \right) \right] \right] - \lambda = 0.$$

(52)

For convenience, let $\tilde{h} = \rho e^{i\tilde{\theta}}$ with $\rho \in [0, \infty)$ and $\tilde{\theta} \in [-\pi, \pi]$, and let us define the region $D_{\tilde{h}}$ by:

$$D_{\tilde{h}} = \left\{ \tilde{h} = \rho e^{i\tilde{\theta}} \mid \rho \leq \frac{\hat{\rho}}{\rho_0(\tilde{\theta} - \hat{\theta})} \right\},$$

(53)

where $\hat{\rho} \in [0, \infty)$ and $\hat{\theta} \in [-\pi, \pi]$ and $\rho_0(\cdot)$ is the function defined on $[-2\pi, 2\pi]$ by:

$$\rho_0(t) = \frac{\sqrt{(1 - \alpha)(\alpha \cos(t)^2 - \alpha + 1)} - \sqrt{\alpha(1 - \alpha) \cos(t)}}{1 - \alpha}.$$

(54)

Then, the optimal power profile is the solution of the following optimality condition:

$$E_{\tilde{h} \in D_{\tilde{h}}} \left[ \log \left( \frac{\sqrt{1 - \alpha} \hat{\theta} + \sqrt{\alpha} \tilde{h}^2}{1 + P(\tilde{h})\tilde{h}^2} \right) \right] - \lambda = 0.$$

(55)

If for a particular value of $\hat{\theta}$, there is no positive solution $P(\tilde{h})$ for (55), then the instantaneous power is set to zero, i.e., $P(\hat{h}) = 0$.

Remark 2: The achievable rate in Theorem 1 can be immediately improved by optimizing the rate $R_s$ in (13) over all power policies that satisfy the power constraint. Indeed, departing from (13), one expect a better rate by solving:

$$\max_{E[P(\hat{h})] \leq P_{\text{avg}}, \hat{h}, \hat{g}} E\left[ \log \left( \frac{\hat{h}^2}{1 + P(\hat{h}) |\hat{g}|^2} \right) \right] - \log \left( 1 + P(\hat{h}) |\hat{g}|^2 \right).$$

(56)

Note that the objective function in (56) is not convex. Nevertheless, developing the Lagrangian exactly as in (51), it is possible to obtain the following necessary optimality condition via the Karush–Kuhn–Tucker (KKT) condition:

$$E_{\hat{h}, \hat{g} \mid \tilde{h}, \tilde{g}, \tilde{\theta}} \left[ \frac{\hat{g}^2}{1 + P(\hat{h})|\hat{g}|^2} \right] = \lambda,$$

(57)

where $\lambda$ is the Lagrange multiplier corresponding to the average power constraint. Define the function $f_{\lambda}(\cdot)$ as the LHS of (57), i.e., $f_{\lambda}(\cdot) = E_{\hat{h}, \hat{g} \mid \tilde{h}, \tilde{g}, \tilde{\theta}} \left[ \frac{\hat{g}^2}{1 + P(\hat{h})|\hat{g}|^2} \right]$. Then, following similar lines as [41, Lemma 5], one can show that if there exists $\tilde{h}_0$, such that $E_{\hat{h}, \hat{g} \mid \tilde{h} = \tilde{h}_0} \left[ \frac{\hat{g}^2}{1 + P(\hat{h})|\hat{g}|^2} \right] > 0$, i.e., such that $(1 - \alpha)(\tilde{h}_0^2 - 1) > 0$, then using the entire available power is optimal, and the power $p(\tilde{h})$ defined by:

$$p(\tilde{h}) = \begin{cases} f^{-1}_{\lambda}(\lambda) & \text{if } 0 \leq \lambda \leq (1 - \alpha)(\tilde{h}_0^2 - 1), \\ 0 & \text{else}, \end{cases}$$

(58)

is a power allocation under power constraint $P(\lambda) = E_{\hat{h}} \left[ p(\hat{h}) \right]$. The fact that $\tilde{h} \sim CN(0, 1)$ ensures that there exists $\tilde{h}_0$, such that $(1 - \alpha)(\tilde{h}_0^2 - 1) > 0$. Hence, the subsequent achievable rate resulting from the above procedure versus $P_{\text{avg}}$ curve can be obtained by varying $\lambda$.

Remark 3: While the achievable rate $R_s$ has been proven under weak secrecy constraint, it is worthwhile noting that the same rate is achievable under the variational distance, which is a stronger secrecy metric, as shown in [41]. Note that our converse holds true under the variational distance metric.

IV. ASYMPTOTIC ANALYSIS

It is of interest to use Theorem 1 in order to obtain useful insight in some interesting asymptotic cases. Below, we analyze the secrecy capacity at high SNR ($P_{\text{avg}} \to \infty$) and at low SNR ($P_{\text{avg}} \to 0$), together with the perfect main CSI ($\alpha \to 0$) and no main CSI ($\alpha \to 1$).

A. High-SNR Regime

Our result is summarized in Corollary 1.

Corollary 1: At high SNR, the secrecy capacity $C_s^\infty$ is bounded by:

$$R_s^\infty \leq C_s^\infty \leq R_s^\infty,$$

(59)

where $R_s^\infty$ and $C_s^\infty$ are given by:

$$R_s^\infty = E_{\hat{h}, \hat{g} \mid \tilde{h}, \tilde{g}} \left[ \log \left( \frac{\hat{h}^2}{\hat{g}^2} \right) \right],$$

(60)

$$C_s^\infty = E_{\hat{h}, \hat{g} \mid \tilde{h}, \tilde{g}} \left[ \log \left( \frac{\sqrt{1 - \alpha} \hat{\theta} + \sqrt{\alpha} \hat{h}^2}{1 + P(\hat{h})\hat{h}^2} \right) \right]^{+},$$

(61)

and where $\tau$ is optimized to maximize $R_s$.

Proof:

- Asymptotic achievable rate

By Theorem 1, the rate $R_s(\tau) = E_{\hat{h}, \hat{g} \mid \tilde{h}, \tilde{g}, \tilde{\theta} \geq \tau} \left[ \log \left( \frac{\hat{h}^2}{1 + P(\hat{h})|\hat{g}|^2} \right) \right]$ is achievable, for any $\tau \geq 0$. As $P \to \infty$, we have:

$$\lim_{P \to \infty} R_s(\tau) = \lim_{P \to \infty} E_{\hat{h}, \hat{g} \mid \tilde{h}, \tilde{g}, \tilde{\theta} \geq \tau} \left[ \log \left( \frac{1 + P_0(\tau) |\hat{g}|^2}{1 + P_0(\tau) |\hat{g}|^2} \right) \right]$$

(62)
there is no secrecy constraint. Hence, the low-SNR analysis reflects the potential capacity gain provided by partial CSI at the transmitter for any non-null channel estimation quality, i.e., any $\alpha \in (0, 1)$. Our result can be stated as follows.

**Theorem 2:** Assume that the fading $h$, $\hat{h}$ and $g$ in (1) and (1) have all an infinite support. Let $\alpha \in [0, 1]$. Let $C_{\gamma}(P_{\text{avg}}, \alpha)$ be the capacity of the main channel given by $y(i) = h(i) x(i) + v(i)$, with CSI-T $\hat{h}_i$ as described by (2) and with CSI-R $\{\hat{h}_i, \tilde{h}_i\}$ at time instant $i$, and with average power constraint $P_{\text{avg}}$. Then the secrecy capacity of the wiretap channel given by (1) satisfies:

$$C_s(P_{\text{avg}}, \alpha)P_{\text{avg}}\to 0 \quad C_m(P_{\text{avg}}, \alpha) \quad (67)$$

**Proof:** Since the capacity without secrecy constraint cannot be smaller than the one under secrecy constraint, the converse part of Theorem 2 is immediate. To prove the achievability part, let us first consider the main channel as described in Theorem 2. For this channel, let us define the maximum channel gain $G$ by [48]:

$$G = \sup_{\mu,\nu} \frac{E_y[|y|^2]}{E_x[|x|^2]}.$$ 

It can be verified that because the transmitter has CSI $\hat{h}$, then $G = \sup_{\nu, \alpha} E[|\hat{h}|^2] \geq \sup_{\nu, \alpha} (1 - \alpha)\hat{h}^2 + \alpha$. Since by assumption of Theorem 2, $\hat{h}$ has an infinite support, then $G = \infty$. Now, let us consider the conditional input distribution defined by

$$f_x|\hat{h}|(x|\hat{h}) = \left\{ \begin{array}{ll} \delta(x - \sqrt{P_0}) & \text{if } |\hat{h}|^2 \geq \nu, \\ \delta(x) & \text{otherwise,} \end{array} \right. \quad (68)$$

where $\delta()$ is the Dirac delta function, where $P_0 = \frac{P_{\text{avg}}}{f_{\hat{h}}^2(v)}$ and where $\nu = \nu(P_{\text{avg}})$ is a threshold that needs to be determined. Clearly, the input distribution (68) satisfies the power constraint since

$$E[|x|^2] = \int_{-\infty}^{\infty} |x|^2 f_x(x) \, dx = \int_{-\infty}^{\infty} |x|^2 \left[ F_{|\hat{h}|^2}(\nu) \delta(x) + (1 - F_{|\hat{h}|^2}(\nu)) \delta(x - \sqrt{P_0}) \right] \, dx$$

$$= (1 - F_{|\hat{h}|^2}(\nu))P_0 = P_{\text{avg}}. \quad (71)$$

Furthermore, we verify that:

$$\lim_{P_{\text{avg}} \to 0} \frac{E[|x|^2]}{E[|x|^2]} = \lim_{P_{\text{avg}} \to 0} \left( 1 - F_{|\hat{h}|^2}(\nu) \right) \quad (73)$$

$$\lim_{P_{\text{avg}} \to 0} \frac{E[|\hat{h}|^2|x|^2]}{E[|x|^2]} = \lim_{P_{\text{avg}} \to 0} \frac{E[|h|^2]}{E[|x|^2]} \quad (74)$$

where $|\hat{h}|^2_{\nu(x)}$ is the conditional random variable defined by $|\hat{h}|^2_{\nu(x)} = |\hat{h}|^2 | |\hat{h}|^2 \geq \nu$. Now, choosing $\nu$ such that the limit in (73) is equal to zero and the limit in (74) is equal to $G$

1 Please see our formal definition of the notation $\equiv$ at the end of Section I.
ensures that the input distribution in (68) is first-order optimal in the sense of [48, Theorem 4]. That is,
\[ C_m \left( P_{\text{avg}}, \alpha \right) \approx E_{|h|^2, x} \left[ \log \left( 1 + |h|^2 |x|^2 \right) \right]. \]  
(76)
The secrecy rate achieved by the above input distribution is given by:
\[ R_- = E_{|g|^2, x} \left[ \log \left( 1 + |g|^2 |x|^2 \right) \right] - E_{|h|^2, x} \left[ \log \left( 1 + |h|^2 |x|^2 \right) \right]. \]  
(77)
As \( P_{\text{avg}} \to 0 \), the first term in (77) is much larger than the second one as shown below:
\[ \lim_{P_{\text{avg}} \to 0} \frac{E_{|g|^2, x} \left[ \log \left( 1 + |g|^2 |x|^2 \right) \right]}{P_{\text{avg}}} = \lim_{P_{\text{avg}} \to 0} \frac{E_{|h|^2, x} \left[ \log \left( 1 + |h|^2 |x|^2 \right) \right]}{P_{\text{avg}}} = \frac{E_{|g|^2} \left[ |g|^2 \right]}{G} = 0, \]  
(80)
where (79) is due to the Jensen’s inequality and the independence of \( x \) and \( g \), and (80) follows because the input \( x \) is first-order optimal. Hence, \( R_- \) is asymptotically equal to
\[ R_- \approx E_{|h|^2, x} \left[ \log \left( 1 + |h|^2 |x|^2 \right) \right]. \]  
(82)
The rate on the RHS of (82) is asymptotically equal to the capacity of the main channel and hence is the best rate one can achieve.

We emphasize that although in the low-SNR regime, the secrecy capacity is asymptotically equal to the capacity of the main channel as if there is no secrecy constraint, one still needs a wiretap code to guarantee secrecy.

**Remark 4:** Since the upper bound \( R_- \) cannot be higher than the capacity of the main channel \( C_m \), then a direct application of Theorem 2 establishes that our bounds match at low SNR. That is, \( R_- \left( P_{\text{avg}}, \alpha \right) \approx R_+ \left( P_{\text{avg}}, \alpha \right) \), for any \( \alpha \in [0, 1) \), including the perfect main CSI-T (\( \alpha = 0 \)) treated in [25].

**C. Perfect And No Main CSI Extremes**

When specialized to the no main CSI case, the lower and the upper bounds in Theorem 1 coincide, providing a trivial secrecy capacity. On the other hand, in case of perfect main CSI, the upper bound coincides with the secrecy capacity of a wiretap fading channel under the assumption of asymptotically long coherence intervals derived in [17, Theorem 2]. Our result is formalized in Corollary 2.

**Corollary 2:** In Case of no main CSI, the secrecy capacity \( C_s \) is equal to zero: \( C_s = 0 \); whereas, in case of perfect main CSI, the lower and the upper bounds in (5) reduce to:
\[ R_-^\text{perfect} \leq C_s \leq R_+^\text{perfect}, \]  
(85)
where \( R_-^\text{perfect} \) and \( R_+^\text{perfect} \) are given by:
\[ R_-^\text{perfect} = E_{|h|^2, x} \left[ \log \left( \frac{1 + P_{\text{avg}} e^{-\tau} |h|^2}{1 + P_{\text{avg}} e^{-\tau} |g|^2} \right) \right], \]  
(86)
\[ R_+^\text{perfect} = \max_{P(h)} E_{|g|^2, x} \left[ \log \left( \frac{1 + P(h) |h|^2}{1 + P(h) |g|^2} \right) \right], \]  
(87)
and where \( \tau \) is a solution of:
\[ E_{|h|^2, x} \left[ \frac{P_{\text{avg}} e^{-\tau} |h|^2}{1 + P_{\text{avg}} e^{-\tau} |h|^2} \right] - E_{|g|^2, x} \left[ \frac{P_{\text{avg}} e^{-\tau} |g|^2}{1 + P_{\text{avg}} e^{-\tau} |g|^2} \right] \left( 1 - F_{|h|^2} (\tau) \right) = 0. \]  
(88)
**Proof:**

- **No Main CSI**
  
  In this case, we have \( \alpha = 1 \), i.e., \( h = \tilde{h} \) and \( P(h) = P \). The upper bound in (5) is equal to zero, and so is the secrecy capacity.

- **Perfect Main CSI**
  
  In this case, we have \( \alpha = 0 \), i.e., \( h = \tilde{h} \) and \( P(h) = P \). Since \( g \) is independent of \( x \), then \( (\tilde{h}', \tilde{g}') = (h, g) \) is a valid choice that is when applied to (50) provides the upper bound in Corollary 2. The lower bound follows by specializing the result in Theorem 1 to the case where \( h = \tilde{h} \).

**Remark 5:** In case of no main CSI, the secrecy capacity is not zero solely because of the unavailability of the main CSI-T, but also because the main and the eavesdropper channels have identical statistics. Should the main channel be better than the eavesdropper channel on average, one may still be able to achieve a positive secrecy rate, even without main CSI-T.

**V. APPLICATION: I.I.D. RAYLEIGH FADING CHANNELS**

In this section, we apply the results derived in the previous sections to i.i.d. Rayleigh fading channels. That is, the main channel \( h \) and the eavesdropper channel \( g \) are circularly symmetric complex Gaussian with mean zero and variance one, and so are \( \tilde{h} \) and \( \tilde{h} \). In our derivations summarized in Table I, we have used the fact that \( |h|^2, |\tilde{h}|^2 \) and \( |g|^2 \) are all exponentially distributed with common pdf: \( f_X(x) = e^{-x} \), where the subscript \( X \) is any of the r.v. \( |h|^2, |\tilde{h}|^2 \) and \( |g|^2 \). Additionally, the conditional r.v. \( |\tilde{h}|^2 \) given \( h \) has a PDF given by:
\[ f_{|\tilde{h}|^2|h} (|\tilde{h}|^2 \mid h) = \frac{1}{\alpha} e^{-\frac{|\tilde{h}|^2 - |h|^2}{\alpha}} I_0 \left( \frac{1 - \alpha |\tilde{h}|^2 |h|^2}{\alpha^2} \right), \]  
(89)
where \( I_0(\cdot) \) is the modified Bessel function of the first kind. Also, if \( \tilde{h} \) and \( \tilde{\theta} \) are uniformly distributed between \([-\pi, \pi]\), then the PDF of \( \theta = (\tilde{\theta} - \hat{\theta}) \) is:
\[ f_\theta(\theta) = \begin{cases} \frac{1}{2\pi} (2\pi + \theta) & -2\pi \leq \theta < 0 \\ \frac{1}{2\pi} (2\pi - \theta) & 0 \leq \theta < 2\pi \\ 0 & \text{elsewhere.} \end{cases} \]  
(90)
Similarly, if \( \hat{\rho} \) and \( \hat{\rho} \) are Rayleigh distributed, with distribution \( f_\rho (\rho) = 2\hat{\rho} e^{-\hat{\rho}^2} = f_\rho (\hat{\rho}) \), then their ratio \( \rho = \hat{\rho}/\hat{\rho} \) has the PDF:
\[ f_\rho (\rho) = \frac{2\rho}{(1 + \rho^2)^2}, \]  
(91)
for $\rho \geq 0$. Finally, for a Rayleigh fading channel, we have: $P_0(\tau) = P_0^0(\tau) = P_{\text{avg}} e^\tau$. In Tab. I, $E_x(x) = \int_x^\infty \frac{e^{-t}}{t} \, dt$ is the exponential integral function and $\gamma \approx 0.577216$ is the Euler’s constant, whereas LHS stands for left hand side.

In order to illustrate the result at low SNR, we note that for the main channel as described by Theorem 2, we cannot apply directly the low-SNR characterization in [49] since therein, the authors assume that the receiver knows both $\hat{h}$ and $\hat{\bar{h}}$. Nevertheless, by considering $\nu = \log \left( \frac{P_{\text{avg}}}{P_{0}} \right) - 2 \log \log \left( \frac{1}{P_{\text{avg}}} \right)$ in (68), one can verify that the limits in (73) and (74) are equal to 0 and $\infty$, respectively; and thus the input distribution given by (68), with such a choice of $\nu$ is first-order optimal. Furthermore, applied to the main channel, this input distribution achieves a rate $R_m$ equal to:

$$R_m = E\left[\log\left(1 + |\hat{h}|^2 |x|^2\right)\right]$$

$$= \Pr\left[|\hat{h}|^2 \geq \nu\right] E\left[\log\left(1 + |\hat{h}|^2 P_0 \right) | |\hat{h}|^2 \geq \nu\right]$$

$$\approx \Pr\left[|\hat{h}|^2 \geq \nu\right] P_0 E\left[|\hat{h}|^2 | |\hat{h}|^2 \geq \nu\right]$$

$$= P_{\text{avg}} E\left[(1 - \alpha)|\hat{h}|^2 + \alpha | |\hat{h}|^2 \geq \nu\right]$$

$$= (1 - \alpha) P_{\text{avg}} E\left[|\hat{h}|^2 | |\hat{h}|^2 \geq \nu\right] + \alpha P_{\text{avg}}$$

where (94) follows using the fact that $\log(1 + x) \approx x$ when $x \to 0$ along with the fact that $P_0 = \log(P_{\text{avg}})$ which converges to 0 as $P_{\text{avg}} \to 0$; (95) holds true since given $\hat{h}$, the mean of $|\hat{h}|^2$ is equal to $(1 - \alpha)|\hat{h}|^2 + \alpha$; and (98) is true because $\nu$ converges to $\infty$ as $P_{\text{avg}} \to 0$. The RHS of (99) is the asymptotic capacity of an enhanced main channel where the transmitter still knows $\hat{h}$, but the receiver now knows $(\hat{h}, \hat{h}, \hat{h})$. The capacity of this enhanced channel – an upper bound on the capacity of our main channel– is asymptotically equal to $(1 - \alpha) P_{\text{avg}} \log\left(\frac{1}{P_{\text{avg}}}\right)$ as it has been shown in [49]. We conclude that the asymptotic capacity of the main channel described in Theorem 2 at low SNR for Rayleigh fading channels is given by:

$$C_m(P_{\text{avg}}, \alpha) \approx (1 - \alpha) P_{\text{avg}} \log\left(\frac{1}{P_{\text{avg}}}\right).$$

Applying Theorem 2, we immediately have:

$$C_s(P_{\text{avg}}, \alpha) \approx (1 - \alpha) P_{\text{avg}} \log\left(\frac{1}{P_{\text{avg}}}\right).$$

Note that to establish (100), we have utilized an enhanced main channel so that known results at low SNR [49] can be exploited in our proof. Our result however, is applicable to the main channel as described in Theorem 2 where the receiver knows $h_i$ and $\hat{h}_i$, but not $\bar{h}_i$. This suggests that the (somewhat strong) assumption by which the receiver knows both $\hat{h}$ and $\hat{\bar{h}}$ as required in [49] is apparently not fundamental in the regime of interest.

VI. Numerical Results

In this section, numerical results are provided for i.i.d. Rayleigh fading channels. Figure 1 depicts the lower and the upper bounds in Theorem 1 in nats per channel use (ncpu) versus $P_{\text{avg}}$ designated as SNR, for different main channel estimation error variances $\alpha$. Also shown in Fig. 1 are the high-SNR bounds given by (59) along with the corresponding bounds to perfect and no-main CSI extremes given by (85). As can be seen in Fig. 1, the secrecy rate is strictly positive even for a poor main channel estimation quality ($\alpha = 0.9$). Although there is a gap between the lower and the upper bounds for all $\alpha \in [0, 1]$, this gap is bounded for all SNR values.

Figure 2 assesses the rate loss incurred by the proposed on-off power scheme, compared to the one obtained from KKT condition in Remark 2, for $\alpha = 0.5$. As can be seen in Fig. 2, the procedure described in Remark 2, albeit complex and time-consuming, does not provide a substantial gain, in the setting considered in our paper. Indeed, the rate achieved by the proposed on-off power policy and the one resulting from the KKT condition are very close for all the SNR range displayed. This observation holds true for different values of $\alpha$.

Figure 3 depicts the bounds versus $\alpha$ for different SNR values. The bounds match for $\alpha = 1$, confirming that the secrecy capacity in case of no main CSI is equal to zero.

In Fig. 4, the optimal values of $\tau_0$ versus SNR is displayed. The curves in Fig. 4 have been obtained by solving the necessary condition (43) or its high-SNR version (88). Interestingly, at high SNR, and for a given channel estimation error $\alpha$, $\tau_0$ converges to a fixed value, say $\tau_0^*(\alpha)$, which suggests that at high SNR, if the transmitter is provided this value, it would be able to achieve the same secrecy rate without the need of $\hat{h}$. Note also that for a given SNR value, $\tau_0$ decreases with the channel estimation quality.

In Fig. 5 and Fig. 6, we present results in the low-SNR regime for an estimation error equal to $\alpha = 0.5$ and for the perfect CSI-T ($\alpha = 0$) case, respectively. In addition to the upper and the lower bounds, we have also depicted the capacity of the main channel with noisy CSI-T along with the asymptotic expression given by (100). The curve corresponding to the capacity of the main channel has been obtained by evaluation of [46]:

$$C_m = \max_\gamma E\left[\log\left(1 + \gamma |\hat{h}|^2\right)\right],$$

where the expectation is with respect to the joint distribution of $|\hat{h}|^2$ and $\hat{h}$ and where the maximization is over all power policies that satisfy the power constraint. In Fig. 5, We note that as SNR decreases, our bounds asymptotically match in agreement with our discussion in Section IV. Both bounds get closer to the capacity of the main channel (without secrecy constraint) although the convergence seems slow, and one expects the three curves to match at SNR values below -40 dB. The low-SNR characterization in [49] seems slightly optimistic and is more accurate for strictly positive values of $\alpha$.

VII. Conclusion

The secrecy capacity of i.i.d. fast fading channels, under imperfect main channel estimation at the transmitter,
The secrecy capacity is equal to the capacity of the main channel, with the exception of increasing the system complexity. Furthermore, insightful asymptotic analyses at high SNR and at the expense of increasing the system complexity. Finally, we note that our upper bound relies on the eavesdropper’s channel having the same statistics as the main channel estimation error. This leaves open the problem of determining a generic upper bound.

**Table I**

<table>
<thead>
<tr>
<th>General i.i.d.</th>
<th>i.i.d. Rayleigh</th>
</tr>
</thead>
<tbody>
<tr>
<td>(6) $\int_{\tau_0}^{\tau_0} \tau_0 \rho d\tau_0 \int_{\rho_0}^{\rho_0} \rho d\rho$</td>
<td></td>
</tr>
<tr>
<td>(7) $\int_{\tau_0}^{\tau_0} \tau_0 \rho d\tau_0 \int_{\rho_0}^{\rho_0} \rho d\rho$</td>
<td></td>
</tr>
<tr>
<td>(15) $\int_{\tau_0}^{\tau_0} \tau_0 \rho d\tau_0 \int_{\rho_0}^{\rho_0} \rho d\rho$</td>
<td></td>
</tr>
</tbody>
</table>

![Figure 1](image1.png)  
Achievable rate and upper bound for i.i.d. Rayleigh fading channels, with various main channel estimation errors $\alpha$.

![Figure 2](image2.png)  
Optimal rate, on-off power scheme, and on-off achievable rate, $\alpha = 0.5$.

is addressed. Lower and upper bounds are derived for a given channel estimation quality, and the gap between these bounds is characterized numerically. In addition, special cases regarding perfect and no main CSI at the transmitter are studied. Particularly, it is shown that our bounds coincide with recently derived bounds for the i.i.d. fading channels. Furthermore, insightful asymptotic analyses at high SNR and low SNR are provided. Perhaps surprisingly, it is found that the secrecy capacity is equal to the capacity of the main channel without secrecy constraint at asymptotically low SNR.

Our framework shows, for instance, that even a poor main channel estimator at the transmitter can help establish secure communication. This fact has also been demonstrated in e.g. [41], although in a slightly different setting. Furthermore, a simple constant rate-on-off power scheme is enough to achieve a positive secrecy rate. It is to be reminded that one can enhance the later achievable secrecy rate by optimizing the transmit power with respect to the main channel estimation, at the expense of increasing the system complexity.

Finally, we note that our upper bound relies on the eavesdropper’s channel having the same statistics as the main channel estimation error. This leaves open the problem of determining a generic upper bound.
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